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Abstract: 

Purpose: To develop and evaluate a highly 

accurate computer-aided diagnosis (CAD) 

model based on ResNet-50 for the early 

identification of lung cancer-related 

pulmonary nodules using the publicly 

accessible LIDC-IDRI CT image dataset. 

Materials and Methods: This study utilizes 

the LIDC-IDRI dataset, which comprises CT 

scans of pulmonary nodules for the detection 

of lung cancer. The preprocessing pipeline 

involves converting all CT images to 

grayscale, resizing them to a consistent 

dimension, and applying data augmentation 

techniques such as rotations and flips to 

enhance the model's robustness. A refined 

ResNet-50 convolutional neural network is 

employed for classification to extract deep 

characteristics and differentiate between 

benign and malignant nodules.  Two baseline 

models, the Feed Forward Back Propagation 

Neural Network and the Support Vector 

Machine (SVM), are also used for 

comparison to assess the efficacy of this 

strategy. 

Findings: The ResNet-50 model 

demonstrated superior performance across all 

evaluation metrics, achieving an accuracy of 

99.38%, an F1-score of 99.37%, a precision 

of 99.91%, and a recall of 98.76%.  ResNet-

50 showed a high capacity to reliably detect 

pulmonary nodules from CT images by 

consistently outperforming both the SVM 

and the Feed Forward Back Propagation 

Neural Network when compared to the 

baseline models. 

Unique Contribution to Theory, Practice 

and Policy: Based on the findings, it is 

recommended that the ResNet-50–based 

CAD model be integrated into clinical 

radiology workflows to facilitate the early 

diagnosis of lung cancer. For broader 

applicability, further validation should be 

conducted using multi-center and prospective 

datasets to ensure the model’s 

generalizability. Additionally, incorporating 

real-time preprocessing and inference 

mechanisms within existing PACS (Picture 

Archiving and Communication System) 

platforms could streamline diagnostic 

processes and improve radiologist efficiency. 

Keywords: Lung Cancer, Deep Learning 

(DL) Techniques, RestNet-50, LIDC-IDRI 

Dataset 
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INTRODUCTION 

Prompt treatment of lung, breast, and other cancers contributes significantly to higher survival 

rates. Although cancer has consistently been a serious public health issue, its incidence, 

particularly in lung cancer, continues to grow [1][2]. The diagnosis of cancer began decades ago 

with physicians relying on a single test, such as mammograms, ultrasounds, MRIs, or PET scans. 

In the context of lung cancer, ultrasound helps assess surrounding structures. At the same time, 

PET scans are particularly valuable, using radioactive tracers like F-fluorodeoxyglucose to 

detect early cellular changes and locate tumours in the lungs [3][4]. Dynamic MRI aids in 

evaluating blood vessels and detecting potential metastases, especially in advanced cases of lung 

cancer. While mammography is primarily used for breast cancer, similar imaging techniques 

using X-rays are applied to visualize lung tissue and identify abnormalities such as nodules or 

masses, enabling earlier detection and handling. 

Among lung cancers, cancer is the leading cause of mortality globally[5]. Lung cancer is the 

primary cause of cancer-related mortality, accounting for 18% of all cancer-related deaths.  

Lung cancer is mostly caused by smoking, and the problem has either become very high or is 

still increasing in various parts of the world. Thus, they should expect the number of lung cancer 

cases to continue rising for the foreseeable future. If lung cancer is found early and treated 

correctly, patients may recover much better [6][7]. Ten to twenty per cent of people with lung 

cancer will eventually make it to five years after diagnosis. Medical professionals often use MRI 

and computed tomography (CT) to detect illnesses early, which helps improve patients’ chances 

of survival.  

In past lung cancer detection methods, the top-detection features were manually selected 

through methods such as the Sequential Forward Floating Selection Algorithm (SFFSA) and 

Genetic Algorithms (GA)[8]. SFFSA is a greedy search-based algorithm that evaluates data 

combinations and generates optimal feature sets that achieve improvements in model 

performance (SFFSA) [9]. GA is a bio-inspired optimization algorithm that leverages natural 

selection to identify relevant features from the groups of potential empirical data features. These 

and analogous feature selection methods assembled and formed initial machine learning 

pipelines for use; nevertheless, they were highly dependent on hand-crafted feature engineering 

and manual fine-tuning, and were slow to make decisions while being susceptible to human 

bias.  

Conversely, state-of-the-art deep learning (DL) approaches – specifically, convolutional neural 

networks (CNNs) and models like ResNet-50 – directly learn multi-level, high-dimensional 

features from raw image data in an automatic way. The capability to Learning characteristics in 

a hierarchical way improves scalable and objective diagnostic support or solutions over earlier 

methods. 

The recognition of cancer becomes more difficult over time. To determine whether cancer is 

benign or malignant, doctors must now sort through a large number of tests and factors while 

attempting to avoid prejudice.  It became evident that automation was necessary since the human 

mind is not always objective [10]. For example, in mammography, physicians often have to 

evaluate a large number of images, which can result in mistakes. The diagnosis of lung cancer 

presents a similar difficulty, since deciphering intricate imaging data may be laborious and 

prone to mistakes. 

Recent studies stress the importance of ML in lung cancer diagnosis/prognosis as it offers 

accurate data-driven results. ML is required because of the convoluted complexity in medical 

imaging and clinical data [11][12][13]. Therefore, ML algorithms can quickly realize outputs 

and statistically recognize patterns in CT scans, pathology slides, and genomic profiles in a 
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manner that is often much faster than humans. ML models can also support clinical decisions, 

such as diagnosis (early detection), classification, or treatment planning. Thus, ML systems can 

help decrease the probability of human error as well as the time physicians take to decide on 

treatment modalities.  

Problem Statement 

The complexity, amount, and unpredictability of imaging data make early and accurate lung 

cancer diagnosis a major clinical issue even with advances in medical imaging and diagnostic 

techniques. Traditional methods, which rely heavily on hand-crafted features and manual 

interpretation, are often time-consuming, prone to human error, and lack scalability. While 

algorithms like SFFSA and Genetic Algorithms have improved early detection to some extent, 

their dependency on manual feature selection and limited adaptability reduces their 

effectiveness in diverse real-world scenarios. Moreover, the rising incidence and mortality of 

lung cancer globally underscore the urgent need for automated, objective, and high-performing 

diagnostic systems. Therefore, there is a critical need to develop intelligent, deep learning–

driven approaches that can autonomously learn discriminative features from raw medical data, 

enhance diagnostic accuracy, reduce radiologist workload, and facilitate timely clinical 

decision-making. 

Significance and Contribution  

This study is important because it applies advanced deep learning (DL) methods to enhance 

lung cancer detection using computed tomography imaging, which is essential for improved 

treatment outcomes and earlier diagnosis. The primary cause of cancer-related fatalities is still 

lung cancer, and increasing survival rates require early identification. Automated detection 

systems based on DL have been shown to reduce radiologists’ workload and minimize 

diagnostic errors, particularly in high-volume clinical settings [14][15]. By utilizing the 

comprehensive LIDC-IDRI dataset and a robust pre-processing pipeline, the study addresses 

challenges like image variability and limited annotated data. Using data augmentation and deep 

residual learning together helps the model become more reliable for clinical purposes, since it 

can apply its learning in various circumstances. In conclusion, the study promotes earlier and 

more precise identification of lung cancer, advancing medical imaging procedures.  An 

overview of the study's contributions may be found below: 

 Modified a processing cycle that included turning images into grayscale, altering their 

sizes, and augmenting the data to suit lung CT images. 

 A ResNet-50 design was used to efficiently detect different features that are important 

for lung nodule classification. 

 Examined the model by evaluating several performance metrics to test its robustness 

and generalizability. 

 Compared the suggested DL approach to baseline and conventional models for lung 

cancer detection, demonstrating its superiority and clinical relevance. 

Justification and Novelty of the Study 

The primary benefit of the study is the utilization of the ResNet-50 network, which helps avoid 

the vanishing gradient effect and successfully obtains more detailed and complex features from 

medical images. Having this skill helps identify the subtle signs of lung cancer in CT scans. 

Completing pre-processing steps, such as converting to grayscale, adjusting image size, and 

applying more data, improves the training data and helps the model handle new situations better. 

The chosen strategy can be applied to various use cases and aligns well with clinical routines, 
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making radiologists’ work more efficient. This combination of technical rigour and clinical 

focus justifies the approach as a valuable step toward reliable, automated detection of lung 

cancer. 

Structure of the Paper 

The erection of this research is to conduct surveys: Section II examines relevant research on the 

use of DL and medical imaging methods for the goal of finding lung cancer. Section III explains 

the process, including the DL model architecture, preparation procedures, and dataset specifics. 

Section IV displays the performance analysis and experimental findings. Finally, Section V 

presents an overview of the study's main conclusions and offers suggestions for future research. 

LITERATURE REVIEW  

In this segment, provide a literature review of recent studies using advanced DL methods for 

Lung cancer detection. The papers reviewed are summarized in Table I, which includes the 

methods used, datasets employed, main findings, and limitations or proposed future work. 

Saric et al. (2019) propose a completely automated technique that uses convolutional neural 

networks (CNNs) for classification in order to detect lung cancer in entire slide photographs of 

lung tissue samples.  After comparing two CNN designs, the study concludes that CNN-based 

methods can significantly expedite the procedure and assist pathologists [16]. 

Hussein et al. (2019) suggest both unsupervised and supervised ML techniques to enhance the 

characterisation of tumours using radiological images.  The supervised technique integrates 

task-dependent feature representations into CAD systems using DL algorithms like Transfer 

Learning and 3D CNN.  For unsupervised tumour classification, the unsupervised method 

investigates deep features and employs proportion-SVM to handle sparse labelled training data.  

The suggested algorithms demonstrate cutting-edge sensitivity and specificity when tested on 

lung and pancreatic tumours[17]. 

Gao et al. (2019) investigate the use of longitudinal data for lung nodule identification and 

cancer prediction.  Heterogeneous, irregular acquisitions in clinical imaging are accommodated 

by generalising the Long Short-Term Memory (LSTM) model.  Both regular and irregular data 

are subjected to the Distanced LSTM (DLSTM) model, which incorporates a Temporal 

Emphasis Model (TEM).  Three datasets are used to assess the DLSTM framework, and it 

performs competitively on both simulated and routinely sampled datasets The proposed 

DLSTM achieves a 0.8905 AUC score[18]. 

Perumal and Velmurugan (2018) used the enhanced artificial bee colony optimisation (EABC) 

method to identify probable cancerous regions in CT (Computerised Tomography) scan pictures.  

Utilizing MATLAB software, the suggested EABC implementation section utilizes CT 

(Computerized Tomography) scanned lung images.  Radiologists and medical professionals can 

use this technique to identify syndromes in their early stages and prevent cancer from progressing 

to more serious phases[19]. 

Zhang et al. (2018) analyzed 231 urine samples from various cancers, including lung cancer, to 

develop non-invasive biomarkers for lung cancer diagnosis. Random forest (RF) modeling was 

used by the researchers to identify urine proteins that might distinguish lung cancer from other 

types of cancer.  After choosing five urine indicators, they developed a combinatorial model that 

accurately categorises instances of lung cancer.  This set of indicators not only distinguishes lung 

cancer from other common tumors, but it also distinguishes it from control groups [20]. 

Table I presents a literature review related to Lung cancer detection, describing the methodology 

used, datasets employed, main findings, identified limitations, and suggested future directions. 



European Journal of Technology  

ISSN 2520-0712 (online)   

Vol.9, Issue 1, pp1 51 - 67, 2025                                                                                         www.ajpojournals.org 

 

https://doi.org/10.47672/ejt.2730                          55                             Chalasani et al. (2025) 
 

Table 1: Summary of Literature Review based on Lung Cancer Detection using ML AND 

DL 

Study Methodology Dataset 
Key 

Findings 
Limitations 

Future 

Work 

Saric et al. 

(2019) 

Fully 

automatic 

lung cancer 

detection 

using CNNs 

on pathology 

whole slide 

images 

Whole slide 

lung tissue 

images 

CNN 

significantly 

improves 

classification 

speed and 

aids 

pathologists 

Limited to 

pathological 

slides; lacks 

multimodal 

validation 

Apply to 

multimodal 

datasets; 

integrate 

into real-

time clinical 

workflows 

Hussein et 

al. (2019) 

Supervised: 

3D CNN + 

Transfer 

Learning; 

Unsupervised

: Proportion-

SVM with 

deep features 

1018 lung 

CT & 171 

pancreas 

MRI scans 

achieved 

cutting-edge 

tumour 

categorisatio

n sensitivity 

and 

specificity. 

Data limited 

to specific 

imaging 

centers; high 

training 

complexity 

Expand 

datasets; 

integrate 

graph-based 

feature 

learning 

Gao et al. 

(2019) 

Distanced 

LSTM 

(DLSTM) 

with 

Temporal 

Emphasis 

Model (TEM) 

for irregular 

longitudinal 

imaging 

Three 

longitudinal 

datasets 

(clinical 

imaging) 

AUC of 

0.8905 for 

lung cancer 

prediction; 

handles 

irregular 

acquisition 

well 

May 

underperfor

m with very 

sparse 

temporal data 

Adapt for 

multi-center 

real-world 

datasets; 

temporal 

attention 

refinements 

Perumal & 

Velmuruga

n (2018) 

Enhanced 

Artificial Bee 

Colony 

(EABC) 

optimization 

+ CT 

preprocessing 

in MATLAB 

CT scan 

images of 

lungs 

(MATLAB 

environment

) 

Identifies 

suspicious 

lung cancer 

regions 

effectively 

for early-

stage 

detection 

Classical 

method; 

lacks 

validation 

with larger 

DL models 

Combine 

EABC with 

CNN or 

hybrid DL 

for 

improved 

classificatio

n 

Zhang et al. 

(2018) 

Random 

Forest 

classification 

using urinary 

proteomics 

biomarkers 

231 urine 

samples 

(lung & 

other 

cancers) 

Five urinary 

biomarkers 

used for 

accurate 

noninvasive 

lung cancer 

detection 

(AUC 0.87–

0.99) 

Small sample 

size for each 

cancer 

subtype 

Validate on 

larger 

clinical 

cohorts; 

integrate 

with DL-

based 

biosignal 

analysis 
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Research Gap 

Although DL and conventional ML methods for lung cancer diagnosis have made significant 

strides, several research gaps remain. Most existing studies focus either on imaging-based 

approaches (e.g., CNN, 3D-CNN, LSTM) or non-imaging bio signal methods (e.g., urine 

proteomics), but seldom integrate both to enhance diagnostic accuracy and robustness. 

Additionally, methods like Enhanced Artificial Bee Colony Optimization and Proportion-SVM 

have shown promise but lack validation across large-scale, diverse, and multi-institutional 

datasets. There's also limited exploration of how unsupervised deep learning models can be 

effectively combined with clinical temporal data for continuous monitoring and early 

prediction. Furthermore, current CAD systems often require extensive labeled data, which is 

not always feasible in clinical settings, highlighting a gap in developing generalized, semi-

supervised, or label-efficient models for real-world deployment. Therefore, there is a strong 

need for hybrid, interpretable, and scalable lung cancer diagnostic models that can handle 

heterogeneous data sources while addressing data scarcity and clinical applicability. 

MATERIALS AND METHODS 

This methodology presents a systematic method for detecting lung cancer by evaluating a 

several-phase DL framework using the LIDC-IDRI dataset.  Data methods for enhancing 

datasets are used to boost their variety and resilience after data preparation, which involves 

converting photos to greyscale and resizing them for standardization.  After cleaning the data, 

divide it into two sets: one for training purposes and another for validation. This will ensure that 

the model is evaluated correctly. The core classification is performed using a ResNet-50 

architecture, leveraging its deep residual learning capabilities for accurate feature extraction and 

pattern recognition in medical images. Finally, we thoroughly evaluate the model's ability to 

distinguish between lung cancer and non-cancerous tissue using widely used metrics like F1-

score, recall, accuracy, and precision. All outcomes should be methodically documented and 

examined to confirm the clinical applicability of the suggested method. From using datasets to 

evaluating the outcomes, Figure 1 illustrates the workflow of the proposed technique. 

 

Figure 1: Flowchart Depicting Lung Cancer Detection Methodology 

A brief discussion of the phases of the suggested methodology is provided below: 

LIDC-IDRI Dataset  

Data pre-processing 

- Image 

conversion to 

Grayscale 

- Image Resizing 

Data splitting: 

Training and 

validation 

Classification of 

RestNet-50 

Performance Metrices 

Accuracy, Precision, 

Recall and F1-Score 

RESULTS  

Data Augmentation 
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Data Collection 

A diagnosis and the LIDC-IDRI include chest CT scans that have been evaluated for lung 

cancer. Possible applications include creating, training, and testing CAD algorithms for lung 

cancer detection and classification. In the context of DICOM, LIDC-IDRI, and low-dose CT 

scans, it contains all pertinent information about nodules, such as their location, size, diagnostic 

results, and other pertinent information. It has 244,527 photos and 1018 instances, with a total 

size of around 131 GB. Figure 2: dataset samples. 

 

Figure 2: Sample Image of the Dataset 

Figure 2 displays a 4×5 grid of 20 colorized microscopic images, each showing cellular or tissue 

structures with a false-colour scheme. The images feature predominantly magenta/purple 

backgrounds contrasted by bright cyan, green, and yellow regions that likely represent different 

biological components such as cell nuclei, cytoplasm, or specific markers. The varying patterns 

across the tiles suggest different samples or regions, with some showing scattered bright spots 

while others display larger coloured areas or linear structures, typical of fluorescence 

microscopy or histological imaging used in biomedical research. 

 

Figure 3: Multi-Panel Chest CT Scan Showing Axial and Coronal Lung Views 

Figure 3 shows a multi-panel chest CT scan display with axial and coronal lung views, featuring 

measurement annotations for volume, diameter, and other parameters, along with 3D 

reconstructions used for pulmonary assessment. 
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Data Preprocessing 

Pre-processing entails transforming unprocessed data into an appropriate format for 

examination. Concerning lung cancer data in the LIDC-IDRI dataset, pre-processing includes 

converting colour images to grayscale, resizing, and applying data expansion techniques to help 

enhance model accuracy and robustness. The following steps of pre-processing are given below: 

 Image conversion to Grayscale: A digital image in grayscale mode has each pixel 

reflect the brightness or darkness captured by the camera. This kind of picture only 

includes very dark black and very bright white tones. Moreover, the image displays only 

three colours: black, white and Gray, in which Gray can have several levels. 

 Image Resizing: Image resizing is the act of changing the image dimensions to a fixed 

size, usually to meet the input requirements for DL models. In this study, we resized all 

of the photos to 224 × 224 pixels, giving a consistent input structure and reducing 

computational complexity and yet allowing preservation of essential diagnosis features 

needed for accurate lung cancer classification. 

Data Augmentation 

Data augmentation involves altering pictures by methods such as flipping, cropping, rotating, 

scaling and so on. Additional samples produced by data augmentation do not alter the class 

under the main category.   

Data Splitting 

The data splitting method entails dividing the dataset into its component elements: a training set 

(80%) and a validation set (20%). Overfitting may be prevented by comparing the model's 

performance as it passes through its testing on the training dataset, followed by the validation 

dataset. 

Classification of RestNet50 Model: 

ResNet-50, an innovative CNN variant, combines the rest of the module the potential 50-layer 

deep structure ResNet-50 is composed of 48 convolutional layers, 1 FC layer, and 1 max pooling 

layer. A key benefit of ResNet-50 is that it utilizes leftover units [21]. The problem of vanishing 

angles that was present in earlier deep systems is well handled by these units.  Skipping 

associations, the remaining units are shown in every section inside the ResNet-50 architecture. 

Within ResNet-50's framework are fifty distinct instances of convolutional layer, The 164 

channels have dimensions of 7 by 7 and a walk of 2.  Next, with a walk of 2, the max pooling 

module lowers the convolution estimate.  Three convolution layers with 64 estimated channels 

each are typically composed of 256 1*1 channels, 64 3*3 channels, and a 1*1 matrix.   In this 

instance, convolutional layers are employed.  The next four convolutional layers are configured 

using 512 estimated 1x1 channels, 128 estimated 3x3 channels, and 128 measured 1x1 channels. 

In the second layer, there are a total of 1024 estimation channels (1x1), 256 estimation channels 

(1x1) that are iteratively used six times, 256 measurement channels (3x3), and 256 estimation 

channels (1x1). 

Among the last convolution layers of the ResNet-50 network are 2048 sensors, 512 estimated 

3*3 channels, 512 estimated 1*1 channels, and 1*1 channels.  At its highest level, this structure 

has a normal pooling layer or FC layer that communicates with the final highlight vector over a 

thousand tests.  Classifying photos into distinct categories is achieved via the use of a "SoftMax" 

implementation.  With a total of 44.5 million training parameters, RenNet101 uses the ImageNet 

dataset to train its 101 layers for distinction. 
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Evaluation Metrics  

512 approximate 3*3 channels, 512 approximate 1*1 channels, and 1*1 channels.. The 

confusion matrix displays the model's capacity to classify from TP, TN, FP, and FN.  If we want 

to know how effectively the models can differentiate between malignant and non-cancerous 

instances, we require these measures. A strong empirical validation of the model relies on the 

correct interpretation of these values. This part of the work is crucial for determining which 

model best fits a given situation that can be applied in healthcare. 

Accuracy: Accuracy measures how well the model anticipates or predicts things in general by 

displaying the percentage of correct predictions. It presents how accurately the model can 

predict. The way to find it is given by formula Equation (1): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 ……………………………………………………………….  (1) 

Precision: This metric measures whether the model makes correct positive predictions without 

also labeling something as positive that is negative. It helps us judge how much we can depend 

on the model’s predictions. Equation. (2) shows the way the formula is calculated: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 ………………………………………………………………………..  (2) 

Recall: This technique, known as the TPR, demonstrates how well the model detects positive 

cases of lung cancer.  It clarifies the model's capacity to diagnose instances of lung cancer. The 

equation for the formula is shown as Equation. (3): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 …………………………………………………………………………….  (3) 

F1 Score: A reasonable evaluation of the F1 Score considers both recall and accuracy, which 

are indicators of the model's effectiveness. It is very useful when trying to reach an agreement 

between these two. This calculation is done in Equation. (4): 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 …………………………………………………………..  (4) 

Additionally, several models for lung cancer diagnosis may have their net recovery compared 

using these criteria. 

Result Analysis And Discussion 

This section presents the findings of a machine learning (ML) system developed to utilize 

computed tomography (CT) images for the detection of lung cancer. The machine used for these 

experiments featured a 3.3 GHz Intel dual-core i6 processor, 1 TB of RAM, and Windows 11 

Pro. Results were gauged using the metrics: Recall, accuracy, precision, and F1-score.   Table 

II displays the results of the identification of lung cancer using the RestNet50 model. 

Table 2: Model Performance of Proposed RestNet50. 

Performance Metrics RestNet50 (%) 

Accuracy 99.38 

Precision 99.91 

Recall 98.76 

F1-Score 99.37 

The ResNet50 model's efficacy in lung cancer classification is outstanding, as evidenced by its 

high evaluation metrics. The accuracy rate of 99.38% indicates that the tool performs well in 

predicting both positive and negative cases. The fact that the model is almost perfectly correct 

at 99.91% means it rarely misinterprets regular test results as cancerous cells. Such a recall of 

98.76% shows that the model rarely fails to detect actual cancer cases. In addition, the F1-score 
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of 99.37% indicates that the model performs accurately in both detecting positive records and 

avoiding false positives. This supports that ResNet50 is dependable and effective for spotting 

lung cancer on CT scans. 

 

Figure 4: Training Loss and Accuracy 

Figure 4 presents a chart of both accuracy and loss during every phase of training the model. 

Training accuracy is represented by the blue curve, which increases in value as the training 

process progresses. Spikes in the graph might occur because the learning rate was changed for 

different phases of training. With every epoch, the orange curve systematically goes down, 

proving the model can lower the loss. All of these curves indicate that the model is both stable 

and improving, achieving an accuracy rate of nearly 90% and a loss rate lower than 0.1 in the 

final stages of training. 

 

Figure 5: Validation Loss and Accuracy 

The model’s performance at validation was observed over 120 epochs and is presented in Figure 

5, which shows trends in accuracy and loss. As the blue curve shows the validation accuracy, 

we can see that the model improves in handling unseen data, increasing from a score of around 

0.5 to over 0.7. The orange line indicates validation loss, and you can notice it dropping from 

about 0.13 to a value below 0.1. Since accuracy decreases with loss, the model is fine-tuned 

well and is less likely to overfit, meaning it can generalize effectively to the validation set. 
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Figure 6: Confusion Matrix for RestNet50 Model  

The confusion matrix used to gauge the model's classification performance is shown in Figure 

6. With a total of 161 predictive classifications, the model achieved 81 correct classifications 

for class 0 (true negatives) and 80 correct classifications for class 1 (true positives). There were 

only two non-matching outcomes: one mislabeled instance (class 1 turned into class 0) and no 

false positive cases. As a result, the model exhibits good accuracy and a clear capability to 

differentiate between the two classes, with only minor mistakes. 

Comparative Analysis and Discussion  

The part consists of an analysis comparing several methods for detecting lung cancer with 

different DL methods. For example, models were created or implemented such as Feed Forward 

Back Propagation Neural Network (FF-BPNN), CNN, SVM and ResNet50. Assessments of 

these models were conducted using various evaluation methods, with a focus on their accuracy, 

as shown in Table III. 

Table 3: Comparison Analysis of the Proposed and Baseline Models Based on Lung 

Cancer Detection 

Model Accuracy (%) 

FF-BPNN[22] 97.7 

CNN[23] 86.4 

SVM[24] 97.6 

RestNet50 99.37 

The proposed ResNet50 model outperformed the competition in lung cancer classification, with 

a remarkable 99.37% accuracy rate, which surpasses all baseline models discussed in Table III. 

On the other hand, FF-BPNN and SVM were significantly more accurate, with results of 97.7% 

and 97.6%, respectively, while the common CNN achieved 86.4%. ResNet50 improves 

significantly thanks to its residual learning ability, which addresses the vanishing gradients 

problem and enables the model to discover more complex features. According to the findings, 

ResNet50 is considered both reliable and accurate for identifying lung cancer on CT scans. 

The adopted ResNet50 design brings several benefits to achieving better results in lung cancer 

classification. The framework facilitates the creation of very deep networks, which enhances 

the extraction of important features from CT images. Therefore, BERT reports fairer accuracy 

and better scores than standard models. Moreover, the hierarchical learning function of 

ResNet50 enables it to detect subtle signs in medical images, which is crucial for identifying 
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lung cancer early.  Due to its stability and ability to manage information, Hadoop is widely used 

in healthcare. 

CONCLUSION AND RECOMMENDATIONS 

Conclusion 

Approximately 72% of cancer-related deaths are caused by lung cancer, which is defined by 

abnormal lung cell growth.  This study employed a DL model to screen the LIDC-IDRI dataset 

for lung cancer. Thanks to its pre-processing system and the use of ResNet-50, the proposed 

method successfully finds and classifies pulmonary nodules from CT scans. The model was 

correct 99.38% of the time and also exhibited excellent precision, recall, and F1-score, 

demonstrating that it works well and is reliable. Following a comparison with baseline models, 

it was confirmed that ResNet-50 is more effective. These findings suggest that the proposed 

method of analysis can enhance the accuracy and timeliness of lung cancer screenings.  

Recommendations 

Future studies could attempt to expand the data to encompass more imaging options and various 

nodule appearances, thereby enhancing the model’s reliability. If explainable AI techniques are 

applied, the predictions made by models can be more understandable, which could support 

clinical decisions. Including both patient information and genomic tests may enhance the 

detection of diseases. Running the model and applying it in clinical settings would enhance its 

practical use beyond the classroom. 
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