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Abstract

Purpose: Artificial intelligence as a subfield of the Fourth Industrial Revolution has been a controversial concept since its inception. The reason for its controversy is that through it, incredible inventions and also inventions detrimental to the society have surfaced. A deep fake is an Artificial Intelligence technology that creates videos and images of persons and events that in fact did not happen. The aim of this paper is to evaluate the concept of deepfake, its positive impacts and threats posed to individuals, corporate institutions and nations. It further assesses the legal implications of and provisions against deep fakes.

Methodology: The research methodology adopted in this study is doctrinal. Just like every Artificial Intelligence technology, it has benefits that cut across the marketing, fashion, and art industry among others. However, the issue for determination remains whether the positive impact of this AI technology supersedes the negative impacts.

Findings: Findings revealed that it has a high tendency to deceive an average person and also create uncertainty about the authenticity of a piece of information. This can lead to the spread of fake news, fraud, blackmail, fabrication of evidence, and even national and global insecurity. Trust in the social media and the internet generally will face a great decline at the spread of deepfakes, this will then be a medium for denial of videos that are in fact true.

Unique Contribution to Theory, Practice and Policy: The world is set to face a new and modified aspect of social engineering that will require an upgrade in cybersecurity techniques and strategies. By virtue of the sensitivity of the negative impacts of deepfake, this study concludes that it is necessary to promulgate legislations both at national and international levels to curb or regulate deepfakes.
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1.0 INTRODUCTION

The advent and escalation of Artificial Intelligence, which is the most famous sub-field of the Fourth Industrial Revolution, has introduced novel crimes in society and cyberspace especially. Deep fakes are recent developments via AI that have stormed and taken over the internet. Deep fake, via a form of Artificial Intelligence called deep learning, makes images of fake events, hence the name “deep fake”.

The research methodology adopted in this study is the doctrinal legal research methodology. Primary reference is drawn from regulations and statutes, explaining their contents in relation to the subject matter, and identifying the lacuna therein. Data is also collected from journal articles and online materials relating to the subject matter.

A deep fake is a type of Artificial Intelligence used to create convincing images, audio and video hoaxes. Simply put, it is a video or sound recording that replaces someone’s face or voice with that of someone else, in a way that they appear real. Deep fake is not the same as photoshop. Photoshops are tacky face swapping images that can be easily detected. Faceswaps via photoshops are usually disproportionate, uneven and do not match, however, deep fakes are hyper-realistic. The first versions of deep fakes shared the same tacky attributes as photoshops, but they have evolved to a nearly undetectable stage. Deep fakes are absolutely fictitious, yet are believable. Deep fakes could be exerted on the face, voice, and even motion of a person.

Deep fake was born in 2017 when a Reddit user posted doctored porn clips on the site. The user with the name “Deepfake” swapped the faces of celebrities like Gal Gadot, Taylor Swift, Scarlett Johansson and other prominent female actresses on porn performers. Currently, deep fakes are now accessible, that is, they can be created by anyone without technicalities as deep fake software applications have surfaced. This accessibility and anonymity has made its malicious use multiply, as anyone can create malicious videos of anyone, mostly celebrities and politicians, and still remain anonymous.

There are thousands of deep fake videos and pictures on the internet, some of which are easy to detect because of their poor quality, while some are very believable and convincing that a reasonable with average intelligence would deem it real. Several videos like Mark Zuckerberg’s claim of “having total control of billions of people’s stolen data”, Barack Obama calling Donald Trump a “complete dipshit”, Donald Trump’s tape of boasting about grabbing women’s genitals are all deepfakes, but very believable that some persons till date refuse to disbelieve it. The internet was exposed to the huge risk of deep fakes when nearly £200,000 from a UK subsidiary
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of a German firm was paid into a Hungarian bank account in March 2019, upon belief that the instruction was made by the German CEO, whose voice was in fact deepfaked.\(^7\)

Mike is of the view that there are at least four major types of deep fake producers namely, (i) Communities of deep fake hobbyists; (ii) political players such as foreign governments and various activist; (iii) other malevolent actors such as fraudsters and (iv) legitimate actors, such as television companies and community consists of both persons who use deepfake for fun (absence of threat and trickery) and those who do not.\(^8\) Hobbyists indulge in deep fakes primarily for humor. They rarely have the intent to trick or threaten as they use the AI crafted memes and videos to attract followers to their social media pages. On the other hand, deepfakes are employed by activists or hacktivists to facilitate an agenda to manipulate public opinion. It can also be used to manipulate election results thereby creating unrest. As a matter of fact, the opposition government in a bid to bring down the ruling party in the eyes of the citizens, can employ deep fakes to blackmail them. In the finance and marketing industry, deepfakes can be used to manipulate figures and stock manipulation. It has been stated that in subsequent times, video calls will also be able to be faked in real time.\(^9\)

**Statement of the Problem**

Undoubtedly, deep fakes contribute positively to society, however, it has become a regular tool used by malicious actors to disseminate false information. Deep fakes are capable of disrupting and diverting justice. It can be used by either parties to a suit to claim alibi, by making realistic videos of themselves in places and events that they never really were. It can lead to lack of trust in the media, hence, giving room for negative occurrences. When nobody believes what is said in the media or deems them to be false, this implies that true information will also be disregarded. It is noteworthy that the society thrives on trust, and security is built on trust, therefore, where this is lacking, insecurity will creep in. Deep fakes can also be used as a social engineering scheme to extort money from people. Upon evaluation of the numerous negative uses of deep fakes, which are already ongoing, it is crucial to establish specific international and national legislations that will address these issues and control the use of deep fakes. Furthermore, it is also necessary to set up institutions that will oversee the implementation and compliance with the legislation.

**2.0 How Deep Fakes are Made**

Deep fakes are a result of the applications that merge, combine, replace, and superimpose images and video clips to create fake videos that appear authentic.\(^10\) Deep fakes are the product of Generative Adversarial Networks (GANs) and Artificial Neural Networks working together to create real-looking media. These two networks called “the generator”, and “the discriminator are trained on the same dataset of images, videos, or sounds. The first then tries to create new samples
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that are good enough to trick the second network, which works to determine whether the new media it sees is real that way they drive each other to improve.\textsuperscript{11}

These videos are so skillfully made with sophisticated devices and applications that they become hard to ascertain its authenticity.\textsuperscript{12} It originates from deep learning algorithms which teach themselves to solve problems with large set of data and can be used to fake content of real people. Deep fakes are executed through neural networks which via large set analysis of data samples, learn to mimic a person’s facial expressions, mannerisms, voice and inflictions.\textsuperscript{13} A deep algorithm is fed with a footage of two different persons and the trained to swap faces.\textsuperscript{14}

To create a realistic deepfake that is, one that is convincing to a reasonable man of average intelligence, numerous images are required in the processes, however, researchers have invented a novel technique to generate a realistic video by feeding it only one photo.\textsuperscript{15} As a matter of fact, it has been stated that GANs, in the nearest future will be trained on less information and be able to swipe heads, whole bodies, and voices.\textsuperscript{16}


\textsuperscript{13} Mike Westerland, (supra)


3.0 FINDINGS
An Analysis of the Positive Impact of Deepfakes

Deep fakes are not always used for malicious intent. They can be used to restore people’s voices when they lose them to diseases, and can enliven galleries and museums. In Florida, the Dali museum has a deepfake of the surrealist painter who introduces his art.\textsuperscript{18} Deepfake offers a multilingual advantage. For instance, a visual and voice altering technology used in a 2019 global malaria award campaign featuring David Beckham, made him appear multi-lingual and reach out to a vast audience.\textsuperscript{19} Deep fake can digitally bring a deceased loved one back to life. For instance, Deep Nostalgia allows users to add live motion to a still image of an ancestor or historical video. They take samples of humans moving their faces and apply it to the picture (in motion). This warms the heart of the people. It also helps people with Alzheimer’s interact with a younger face they remember. It has been proposed that GANs can be used to detect abnormalities in X-rays as their protection in creating virtual chemical molecules to speed materials, science and medical recoveries.\textsuperscript{20}

It can also be used in the fashion industry to aid customers clone themselves and know which clothes fit even without trying it on. In the fashion industry, through AI powered hyper-personalisation, many companies can now develop virtual fitting rooms where customers can scan their body and ‘try on’ the clothes before making purchases online. In addition to that, deep fakes can allow customers to try out the latest clothing in the virtual space. Data Grid, a Japanese AI

\textsuperscript{18} Ian Sample, (supra).
firm, allows customers to deepfake their faces onto their virtual models to see if those clothes fit or not. It helps especially in online shopping.\(^{21}\)

Deep fake videos can convey an immersive marketing experience for a target audience through storytelling. Deep fake technologies allowed a voice synthesized John F. Kennedy to read a speech he never got to make. In the marketing industry, it can reduce the cost of video campaigns and provide hyper-personalised experience for customers. Instead of using an in-person actor, a marketer can purchase a license for an actor is identity. With previous digital recordings of the actor and inserted appropriate dialogue from a script for the actor, a new video can be created. As a matter of fact, where a person needed for an ad is busy, few previous recordings can be adopted to make an ad campaign. Voice synthesis can be used to create new dialogue to create a podcast, radio, or streaming services ad.\(^{22}\)

In the film industry, instead of using traditional VFX for face-swapping which is time consuming and involves a lot of technicians, deepfake technology which only requires a couple of persons can be employed. Hence, only videos and images are required to be inputted, and Artificial Intelligence will swap faces, and replace such images in every frame.\(^{23}\) Furthermore, deepfakes resolution can get to 1024 x 1024 which is a very huge improvement from 256 x 256 pixels making it more realistic and better on larger screen.

In journalism and media, human rights activists and journalists can use synthetic media to remain anonymous in dictatorial and oppressive regimes. Technology can be used to report atrocities. It can be used to mask the identity of people’s voices and faces to protect their privacy.\(^{24}\)

**An Examination of the Threats and Negative Impacts of Deepfake**

Deep fake is being used primarily in the negative, and unfortunately deepfake videos of false events have spread across the internet. Over 15,000 deepfakes videos were discovered online in September 2019 by an Artificial Intelligence firm called ‘Deeptrace’. An evaluation of these videos revealed that 96% of them were pornography, and 99% of the fakes were female celebrities.\(^{25}\) This result led persons like Danile Citron, a Professor of Law at Boston University to state that “deep fake technology is being weaponized against women.”

Deep fakes are capable of intimidating, harassing, manipulating and blackmailing individuals, but beyond that, they are capable of inciting wars. For instance, a doctored video of troops crossing a nation’s border or of a spy in another country can spark wars. Furthermore, it is not subject to doubt that deepfake is destroying trust in news by portraying believable fake news and fake events, and creating situations where people can no longer differentiate the truth from falsehood.
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Deepfakes are also creating an avenue of denial of true events. Since deepfakes have become hyper-realistic that a reasonable person of average intelligence will deem them to be true, a person can also, through this medium, deny a true video simply because it is inconvenient or might not represent him well. Professor Lilian Edward, a leading expert in international law at Newcastle University believes that this is another negative aspect of deepfakes that must be looked into. According to her, “the problem may not be so much the faked reality as the fact that reality become plausibly deniable.”

Henry Farid, a scholar at UC-Berkeley affirms Professor Edwards’ statement where he states that “when anything can be fake, then nothing has to be real, and anyone can easily dismiss inconvenient facts.” Furthermore, Henry Adjer, head of Threat Department at Deep trace, a Deep fake detection organization, warns that “the world is becoming increasingly more synthetic. [And Deepfake] is not going away.”

O’Sullivan and Patterson are of the view that the constant contact with misinformation is the most damaging aspect of deepfakes rather than disinformation, which is capable of leading people to feel that much information including videos simply cannot be trusted, thereby resulting in a phenomenon termed as ‘information apocalypse’ or ‘reality apathy’.

Deep fake also poses a great challenge to the legal system. Fake videos and pictures could be admitted as evidence since they are highly convincing, and what may be required by a person to disprove such might not be available to an average person. Subjecting the video to deep fake detection might be costly since it is not yet accessible, and requesting the service of a professional to detect the deepfake will also cost much. This can be easily admitted as evidence where there is no strong proof of alibi. Furthermore, the ability to deny true videos under the pretext of deep fakes makes it even harder to detect whether a person is lying or not. Deep fake can also be used as a strategy to prove fake alibi and incriminate parties in child custody battles, that is present pictures or videos of a potential parent who might likely be granted custody, drinking or indulging in acts that could deprive such parent of custody.

Deep fakes, in the hands of bad actors, have been used maliciously, as in the case of New York High School students who made a deep fake of a Principal threatening Black students. The main aim of malicious deep fakes should be addressed, which is that the maker of the photo or video had the sole aim of convincing people that the video or photo is real, when in fact, it is not.

Tech experts and academic writers like like Anlen and Lopez are of the view that the best approach the public can take to deepfake is to be informed about the technologies and its capabilities, rather


than panic.\textsuperscript{30} There are several ways to detect a deepfake of low quality. They include, blurry details, unnatural lighting (since, the algorithms retain the lightening of the dual clips, it will definitely not match) lips matching with words, and background sound among others. However, with the upgrade in deepfake, detection via the mentioned way has become harder. As a matter of fact, Hao Li, a deepfake pioneer and Associate Professor has expressed that deepfake is developing more rapidly and “soon, it’s going to get to the point where there is no way that we can actually detect (deepfakes) anymore, so we have to look at other types of solution.”

Initially, one huge problem faced with social media was dissemination of fake news. However, as they were just mere written statements, people began to ignore messages until confirmation from trusted sources. However, the advent of deepfake has worsened the situation. With pictures and videos confirming fake news, an average man can be easily convinced that such is true. This century we live in has been termed a “post-truth” era which entails that it is characterized by “digital disinformation and information warfare led by malevolent actors running false information campaigns to manipulate public opinion.”\textsuperscript{31} Another issue is that many people are open to anything that confirms their existing views even if they suspect it may be fake. Initially, there were cheap fakes, which entails the use of “low-priced” hardware and they could be easily identified. However, with the availability of deep fake application softwares, high-quality deepfakes can now be made and is accessible with people of little technical skills.

Mike identifies four major possible threats of deepfakes namely; (i) it will put pressure on journalist struggling to filter real from fake news. (ii) it may threaten national security by disseminating propaganda and interfering in elections (iii) it may hamper citizen trust toward information by authorities and (iv) raise cybersecurity issues for people and organizations.\textsuperscript{32} It cannot be overemphasized that deepfake will be a threat to national security.\textsuperscript{33} Fake videos could cause unrest, riots, protests and violence and conspiracy theories. In respect to deepfake putting pressure on journalists, if nothing is done to regulate deepfakes, at a certain time, even real news will be deemed fake, therefore creating distrust for the media and internet. Extra efforts shall be needed to prove real news, and most times not all efforts may be fruitful. Deepfakes are usually focused on politicians, celebrities, corporate leaders and persons of high repute who can “shake” the internet. Several deepfake videos of political personalities have surfaced; some are for educational purposes while some are blackmail videos. In 2018, a deepfake video of Barack Obama, former US President created by Jordan Peele, a Hollywood filmmaker, mocking President Trump, and discussing the dangers of fake news surfaced. In 2019, an altered video of American politician, Nancy Pelosi which was slowed down to make her sound intoxicated, went viral and had massive outreach.\textsuperscript{34} In 2019, the US Democratic Party deepfaked its own Chairman, Tom Perez to highlight
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the potential threat of deepfake to the 2020 election.\textsuperscript{35} In Central Africa in 2018, an unsuccessful coup by the Gaborone Military was deemed to have been incited by a deepfake of Gabon’s long unseen President Ali Bongo, who was believed to be in poor health or dead. In Malaysia, a deepfake clip of a man confessing to having sex with a local cabinet Minister went viral and caused political controversy.\textsuperscript{36}

Hany Farid is of the view that deep fakes “have the potential to disrupt societies, economies, and individual lives across the board.”\textsuperscript{37} He also highlights that through phishing scams powered by deepfakes and targeted to individuals, economies would be disrupted.\textsuperscript{38}

The sophistication of this AI technology calls for new laws to curb its use. Some countries and states are taking steps to criminalize the negative use of deep fakes. In the State of Virginia, deep fakes porn or revenge porn is a misdemeanor. The issue with making international regulations or legislations is that they have been known throughout the years to have little effect on malevolent actors, especially foreign states and terrorists that may run massive disinformation campaigns against their State victim on social media platforms.\textsuperscript{39} It is noteworthy that development of deepfake regulations and legislations is inconsequential if it is not adopted by the government, media platforms and companies.

Ironically, AI can also be used to detect deep fakes. For instance, AI algorithms can analyze Photo Response Non-Uniformity (PRNU) patterns in footage, that is, imperfection unique to the light sensor of specific camera models or biometric data such as blood flow indicated by subtle changes that occur on a person’s face in a video.\textsuperscript{40} AI can look at videos on a frame-by-frame basis to track signs of forgery, or renew the entire video at once to examine soft biometric signatures, including inconsistencies in the authenticated relationships between head movements, speech patterns and facial expressions such as smiling to determine if the video has been manipulated.\textsuperscript{41}

Some tech experts are of the view that many writers view deepfake from a pessimistic approach, and cannot prove that deepfakes are different from other forms of spreading false information. However, the fact is deep fakes are stronger than all prior means of disseminating false news. Deep fakes are more convincing that mere fake news primarily because of its visual backup. Unlike mere fake news, videos depicting the fake news portrayed are more believable and can be easily recalled. In an experiment, it was ascertained that television viewers were more likely to accurately recall
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visual messages than verbal messages.\textsuperscript{42} Another survey proves that respondents, when recalling events of both visual and verbal information demonstrate higher levels of knowledge.\textsuperscript{43} Another study shows that image clips are more powerful in shaping voters’ opinion than sound clips.\textsuperscript{44} It has also been found that visual information are more convincing and integrated than other types of sensory data. It is easier to process visual information than verbal information. As a matter of fact, based on the “realism heuristic”, misleading visuals are more likely to generate false perceptions than verbal content.\textsuperscript{45}

Furthermore, individuals treat audio and images as more likely than text to resemble “the real world” of everyday experience. Furthermore, people are more likely to accept messages as true if they perceive them as familiar.\textsuperscript{46} Familiarity in this context entails a sense of fluency that makes materials easier to assimilate and therefore more credible.\textsuperscript{47} It can be proved that pictures on social media attract more likes and shares and can be spread faster than texts.\textsuperscript{48} For instance, images and videos accompanied with tweets from Donald Trump and Hillary Clinton during the 2016 U.S. Presidential campaign received more likes and retweets.\textsuperscript{49} The fact is that hyper-realistic deep fakes in its negative form, can either deceive people or make them uncertain about the truthfulness of the content. Where an individual already has a different opinion and sees a deep fake in relation to his opinion, it increases his possibility of believing such a deep fake. Another point is that where a deep fake asserts a thing and there is no immediate contradiction or information available to contradict it, a person is vulnerable to believe such information to be true.\textsuperscript{50} Many people are not proficient at detecting deep fakes. In a study conducted, it was found that:

Individuals who watch a deep fake political video that contains a false statement that is not revealed as false are more likely to be deceived and more likely to experience uncertainty about its content, when compared to users who watch a deep fake political video where the false statement is revealed as true.

\textsuperscript{50} Ibid.
In a study conducted on the popular deep fake Obama video, out of 2,005 participants, 50.8% of subjects were not deceived, 16% were deceived, while 33.2% were uncertain. Another issue that affects the growth of deepfakes is whether people go on the internet to check the authenticity of any sensitive video they watch. In the same deep fake Obama experiment, out of 83 persons affirming to have seen the Obama deepfake video, only 35 respondents went on Google to find out more information about the video. The result of this study depicts that political deepfakes may not necessarily deceive individuals, but may sow uncertainty which may, in turn reduce trust in news on social media. It can be deduced from the result, that if deep fakes remain unchecked the rise of political deepfakes will likely damage online and culture by contributing to a climate of indeterminacy about truth and falsity that, in turn, diminishes trust in online news.

Researchers like Vaccari and Chadwick quantitatively proved deepfakes sow uncertainty and in turn, reduce trust in news seen online. It can lead to serious issues like death. An example is the beating to death of two Indian men, following a video that spread on WhatsApp of two men abducting a child. The mob in North-Eastern Assam State beat the men to death upon belief that the men were the kidnappers. Ironically, the video is not even from India, and it is not even red. It was a child safety awareness clip from Pakistan but where it was made known in the video as an awareness clip was edited out. Hannah Arendt, speaking on the effect of deepfake on trust in social media states: “A people that no longer believes anything cannot make up its own mind. It is deprived of not only its capacity to think and to judge. And with people you can do what you please.”

4.0 An Assessment of Legal Issues and Deep Fake Legislations across Continents

Deep fake is a serious legal issue as it poses a threat not only to journalism and human rights, but also admissibility of evidence, which is the central point of justice. Deep fake leads to several legal issues like cyber harassment, cyber extortion and fraud, online identity theft and intellectual property theft, non-consensual dissemination of pornography, online child sexual exploitation, falsification or manipulation of e-evidence, and distributing disinformation and manipulating public opinion, social unrest and political polarization. In Dubai, a video of a dad threatening his child
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wife was brought to be tendered as evidence, however, it was discovered to be a deep fake. Deep fake will create a lacuna in the law that makes it easy for anyone to escape liability for videos by raising the issue of authenticity of such video, therefore, giving the prosecution the hard task of proving the authenticity of the video. For instance, in a case between Tesla and Walter Huang which is yet to be decided upon, the basic issue for determination is whether a video of Elon Musk, believed to be acted upon by the deceased Walter Huang was a deepfake or not. Huang’s family claimed that the Tesla’s driver-assist software failed and was at fault in Huang’s death, contrary to a YouTube video made by Musk in 2016 endorsing the driver-assist software, and stating that he would consider “autonomous driving to be basically a solved problem” and “a Model X and Model S, at this point, can drive autonomously with greater safety than a person right now.” Currently, Musk’s lawyers have raised the issue of deepfake, stating that Musk was a public figure and therefore prone to deepfake videos.

In assessing legislations on deepfake across the globe, it is important to note that there is currently no specific international law on deepfake, therefore, deep fake laws shall be assessed continentally.

**United States of America**

There is currently no federal United States Deepfake law, but state deep fake legislations exist. In the State of Virginia, deep fake laws focus particularly on deep fake revenge porn and makes it illegal. The Virginia Code Annotated S.182-386.2, specifically outlaws the dissemination of pornographic deep fakes, and also protects against deep fake porn created with the intent to depict an actual person’s face or likeness.

The State of Texas has made an explicit law on deepfake called “TXSB751” which illegalizes deep fakes in Texas. This law provides that it is an offense to use deep fake videos, published or distributed within thirty days of an election to injure a candidate or influence the result of an election. It is evident that Texas is more interested in the negative implications of deep lakes in the political aspect. As a matter of fact, the Texas law does not recognize revenge porn as a deep fake. Furthermore, this offense shall be sentenced to up to one year imprisonment and fines up to $4,000.

California’s deepfake law focuses primarily on eradicating political and pornographic deep fakes. California’s deepfake law are contained in Assembly Bill 602 and Assembly Bill 730. Assembly Bill 602 focuses on deepfakes and sexually explicit material. It creates a private cause of action against a person who either intentionally creates or discloses sexually explicit materials, being
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aware that the individual in the material did not give consent, or intentionally discloses sexually explicit materials not created by him, but being aware that the individual in the material did not consent to it. Assembly Bill 730 focuses on deep fakes used to influence political campaigns. This Bill amends the California Election Code to prohibit a person, committee, or other entity from intentionally distributing “materially deceptive audio or visual media” within 60 days of an election, and such material being such that a reasonable man would believe it to be authentic.67

Currently, New York has joined the list of US states that have legislations on deep fakes. In the State of New York, there is a recent amendment which now includes deep fake images into its definition of “unlawful dissemination of publication of an intimate image.”68 The Preventing Deep fakes of Intimate Images Act is aimed at criminalizing digitally altered “intimate” images and provides means of anonymity in institutions of actions for victims.69 This new Act, just like that of Virginia, focuses primarily on deepfake pornos.

The problem with curbing deep fake in the United State is its unlimited freedom of speech. Section 230 of the US Communication Decency Act provides that; “no provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider.”70 This section generally grants freedom of speech in cyberspace, and it entails that deepfake can be shared and circulated by anyone without accountability and liability. This also entails that the government cannot regulate websites and applications, rather the host or creators will create guidelines for use. This is the major difference between China’s deepfake laws and that of the US. The Chinese government has total control over its citizens; access to internet which leads to the effectiveness and smooth running of deep fake laws, unlike in the US where regulation is left to the host and creators of websites and apps, and all these creators usually make different community guidelines, therefore leading to non-uniformity of regulations.71

Deep Fake Legislations in Africa

Nigeria

In Nigeria, there is yet to be a specific law recognizing, defining and outlining the implications of deepfake. However, it is noteworthy that the concept of deepfake is a medium through which several cybercrimes which have been provided for in the Cybercrime (Prohibition and protection)

70 Section 230, Communication Decency Act.
Act 2015 are committed. For example, deepfakes can be used to commit cyber defamation, computer related fraud, and identity theft and impersonation.

The Nigerian Cybercrimes Act, 2015, covers certain areas of deep fake malicious usage. Section 12 (2) of the Cybercrime Act criminalizes any act by a person with the intent to defraud via electronic message to a recipient, where such electronic message materially misrepresents any fact or set of facts upon which reliance the recipient or another person is caused to suffer any damage or loss. Section 15 (2) (c) provides that it is an offense for a person via public electronic communications network to transmit any communication “containing any threat to injure the property or reputation of the addressee or of another or the reputation of a deceased person”. Section 13 (b)(iii) provides that it is an offense for a person, via a computer system or network to “fraudulently impersonates another entity or person, living or dead, with intent to cause disadvantage to the entity or person being impersonated or another person.”

Egypt

Egypt’s Dat Al-Ifta, a governmental and non-profit organization that offers Islamic guidance and advice, prohibits the use of Artificial Intelligence to create deep fake video and audios and images. According to it, “it is a lie and deceit contrary to reality and Prophet Mohamed.” It further explains that the use of deepfake technology with the intention to deceive or harm another person is contrary to Islam.

Egypt does not have any specific deep fake legislation, however, deepfake actions can be brought under some sections of its Anti-Cyber and Information Technology Crimes Law. This Act, unlike most acts, primarily provides for cybersecurity and data privacy. In Section 26, it criminalizes deliberate acts aimed at processing personal data of a third party to connect such data with an abusive content or to display the same in a way detrimental to the reputation of such third party. It provides in section 25.

Anyone who infringes a family principle or value of the Egyptian society, encroaches on privacy, sends many emails to a certain person without obtaining his/her consent, provides personal data to an e-system or website for promoting commodities or services without getting the approval thereof, or publishes, via the information network or by any means of information technology,
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information, news, images or the like, which infringes the privacy of any person involuntarily, whether the published information is true or false, shall be punishable by imprisonment for no less than six months and a fine of no less than fifty thousand Egyptian Pounds and no more than one hundred thousand Egyptian Pounds, or by one of these two penalties.\textsuperscript{83}

South Africa

Just like the case of Nigeria, South Africa does not have a specific law regulating the creation and publication of deep fakes, however, liability for deepfake creation and publication may be established using principles in different fields of law.\textsuperscript{84} It is noteworthy that the risk of deepfake increases with ignorance. In a survey of 800 respondents between the ages of 18 to 54 from Botswana, Egypt, Kenya, Mauritius and South Africa, conducted by KnowB4, a security software company to determine their awareness of deepfakes, 51\% of respondents said they were aware of deepfakes, 28\% said they were not aware of deep fakes, 21\% were unsure or had a little understanding of what they are.\textsuperscript{85}

The Cybercrimes Act of 2020 of South Africa contains sections under which deepfake actions can be brought. Section 5 (3) provides that anyone who interferes with data or a computer program by altering the data or computer program is guilty of an offense.\textsuperscript{86} Section 8 criminalizes unlawful acts with the intention to defraud, make a misrepresentation by means of data or a computer program or interference therein, which causes actual or potential prejudice to another person.\textsuperscript{87} Section 9 criminalizes the making of false data with the intent to defraud and cause actual or potential prejudice to another person.\textsuperscript{88} Finally, Sections 14 and 15 of the Act criminalizes the act of disclosing a data message via electronic communication services, with the intent to incite or threaten a person’s or group of persons’ property or cause violence against such person or group of persons.\textsuperscript{89}

Deep Fake Legislations in Asia

China

China has taken a commendable step in the Asian continent to set up a comprehensive and well-defined legislation of deepfake. China’s step is not far-fetched as it is a country with very strict rules on the use of the internet.\textsuperscript{90} The Cyberspace Administration of China (CAC) is the regulator behind these rules.\textsuperscript{91} China’s Regulation on “deepfake synthesis technology” took effect on
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January 10, 2023. This new regulation is deemed to have two major goals namely; to tighten online censorship and meet up with the rapid advancement of new technologies. 92

It is noteworthy that mere regulations or legislations on deepfake are not sufficient to control its use. The internet is ubiquitous and for any regulation on it to stand, there must be a solid framework on cyberspace. Trivium explains that China’s already existing regulatory system will aid the effectiveness of the deep fake regulation. 93 It explains that China's ability to institute its novel deepfake regulation is hinged on its existing systems that control the transmission of content in online space and regulatory bodies that enforce these rules. 94

The CAC describes the regulations as necessary because deep synthesis technology “has been used by some unscrupulous people to produce, copy, publish, and disseminate illegal and harmful information, to slander and belittle others’ reputation and honor, and to counterfeit others’ identities.” 95 The regulation contains five chapters with 25 articles that define deep synthesis data and outlines rules managing its use. According to the CAC, deep synthesis technology is one which “employs deep learning, virtual reality, and other synthetic algorithms to produce text, images, audio, video, virtual scenes and other network information.” 96 The Deep Synthesis Technology Regulation (DSTR) primarily regulates two entities namely; Deep Synthesis Service Providers, which are companies that offer deep fake services or moreso, provide users with technical support; and the Deep Synthesis Service users, which encompasses both organizations and people who utilize deep synthesis service to create, duplicate, publish or transfer information. 97

Prior to the DSTR, China had several laws that related to deepfake, for example, the Data Security Law, Personal Information Protection Law, and the 2019 Regulation on the Administration of Online Audio and Video Information Services. China recognises the impact of deepfake on national security and citizens’ dignity. Xi Jinping, the President of China in a speech to the Politburo in October 2021, recognized the importance of digital economy and need for technological advancement, but also identifies “unhealthy and uncontrolled symptoms” in the country’s digital economy as a serious threat. 98

It is noteworthy that China’s 2019 Regulation on the Administration of Online Audio and Video Information Services had already laid the foundation for deep fake regulation as it forbade the use of computer-generated pictures, audio and video to produce or disseminate rumors. 99 It is also
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important to note the provisions of China’s deepfake regulation sets out strict rules for Deep Synthesis Service Providers (DSSP) more than deep fake users, and this is so because the DSSP create the medium or platform for deepfake creation and can control the use of its services through its templates and features.

The DSTR comprises four chapters. Chapter I, gives a background to deep fakes and states that the state internet information department is responsible for the overall planning and coordination of the nation’s governance of deep synthesis services and related oversight and management efforts.\(^{100}\) Chapter II outlines regulations for deep synthesis service providers and provides in paragraph 2 of Article 6 that deep synthesis service providers and users must not use deep synthesis services to produce, publish, or transmit fake news information.\(^{101}\) Chapter III outlines the responsibilities of DSSP, and obliges DSSP that provide services which might cause confusion or mislead the public to make a conspicuous label on information content they generate or edit.\(^{102}\) Chapter IV outlines the legal responsibility of DSSP\(^{103}\) and obliges them to undergo a filing process and indicate their filing number on public displayed information on the website or application that they produce.\(^{104}\)

**United Arab Emirates (UAE)**

The United Arab Emirates in the Middle East, is still at the stage of creating awareness about the harmful use of deepfake technology. Omar bin Sultan Al Olama, the Minister of State for Artificial Intelligence, Digital Economy and Remote Work Applications, explains that it is vital to expose the people to the importance and implications of emerging technologies to build a better future for the next generations.\(^{105}\) Malicious use of deepfakes in the UAE is on the rise. In 2020, Byron James, a Dubai-based family lawyer revealed that a video presented in court, depicting his client violently threatening his (client) wife was doctored, and upon expert examination, the video was found to be a deepfake.\(^{106}\) Another example is the use of deep fake voice technology to steal $35million from a bank in UAE in January 2020.\(^{107}\)

The UAE has launched a deepfake technology guide, via its National Programme for Artificial Intelligence.\(^{108}\) It is noteworthy that the UAE is fond of utilizing Artificial Intelligence. This guide presents ways to detect fake content using systematic deepfake detection powered by AI-based

\(^{100}\) Article 2, Provisions on the Administration of Deep Synthesis Internet Information Services, 2022.
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tools. The guide classifies fake content into shallow fakes and deep fakes, and offers methods to detect deepfake detection by AI-based tools that are regularly updated.\textsuperscript{109}

The deep fake guide outlines the problem with deep fakes, its types, types of forged contents, detection of deepfake, protection from deepfake and the UAE’s Digital Wellbeing Council. It identifies deep fake problems to include damage to individual and individual reputation, manipulation of public opinion of the intention of causing disruptions, rise in lack of trust, and creation of fabricated evidence to influence legal judgment. It identifies restriction of personal data as data released in the internet is accessible to everyone, both persons of good faith and malicious persons, and warns that the more data obtained by a malicious actor about a person, the more realistic and believable the deep fake content becomes.

**Australia**

Australia does not have any specific legislation on deepfake, and no case of deepfake has been brought before any of the Australian courts.\textsuperscript{110} The reluctance to establish deepfake laws could be hinged on the fact that there has been no extreme deep fake scandal, and the major malicious actors are based outside Australia.\textsuperscript{111} There are several laws in Australia that apply to deep fake.

The Australian Defamation Act\textsuperscript{112} covers digitally altered images which creates a solution for deepfaked images.\textsuperscript{113} In *Gilbert v. Nationwide News Pty Ltd*,\textsuperscript{114} a digitally altered photo of the plaintiff in a newspaper article was held to be a defamation. The Australian Copyright Act of 1968 is among the laws related to deepfake. In copyright law, the creator of a footage is deemed to be the owner of the footage, therefore, reproduction of such footage without prior consent is copyright infringement. However, the complexity of deepfake could frustrate the use of this Act. This is so because through deep fake, the objects, background and even features of the persons in the video or image can be altered, thus creating little or no semblance to the original footage, which now raises the question of whether the deepfake is an original creation. Furthermore, section 29 (1)(a) of the Australian Consumer Law prohibits a person in trade or commerce from making a false or misleading representation that goods or services have sponsorship, approval of a person.\textsuperscript{115} However, this only applies to trade or commerce, therefore, deep fakes like revenge porn which is a misrepresentation are not covered.\textsuperscript{116}


\textsuperscript{111} Ibid.

\textsuperscript{112} No. 77, 2005.


\textsuperscript{114} (2016) NSWSC 845

\textsuperscript{115} White Knight Lawyers, (supra).

\textsuperscript{116} White Knight Lawyers, (supra).
The United Kingdom (U.K.)

The United Kingdom has established deep fake legislations, although the legislation primarily focuses on revenge porn. The Online Safety Bill is the primary deep fake legislation in the United Kingdom. Prior to this legislation, lawyers prosecuting deep fake cases had to prove that the malicious actor had the intent to cause distress to malicious actors which is exceedingly hard, and failure to do so, the malicious actor would go free, even though it was proven that he made a misleading deep fake video. With this legislation, whether intent to cause distress is proved or not, there is a punishment for making a misleading deep fake video. Successful proof of intent will lead to two years imprisonment of the actor, but failure to prove intent with proof of creation of misleading deepfake will lead to six months imprisonment of the malicious actor.

The Lord Chancellor, Alex Chalk, KC is in full support of the legislation as he believes that it will put an end to humiliation of women via manipulated intimate pictures and videos. Paul Scully, the U.K. The Minister of Technology and Digital Economy, states that deep fake porn and intimate photos have a devastating impact on the lives of women and girls across the U.K.

The U.K.’s Online Safety Bill outlines responsibilities of deep fake service providers. It charges them with the responsibility of user-identification verification to ensure that malicious deep fakes are traced to their creators. It also charges the deep fake service providers with children’s risk assessment and adult risk assessment to ensure that contents on their website or software applications do not facilitate child sexual exploitation and abuse and are not detrimental to adults’ dignity (by sharing revenge porn). Particularly in Section 13 (4), it requires that contents harmful to adults be: (i) taken down; (ii) users’ access to such content be restricted; (iii) there should be limited recommendation and promotion of such content.

International Convention on Deep Fakes

At the moment, there is no international convention against deep fakes. The United Nations Institute for Disarmament Research (UNIDIR) 2021 Innovations Dialogue on Deepfakes, Trust and International Security was held in Geneva on 25th August 2021. The event explored the importance of trust for international security and stability and shed light on how the growing deep fakes phenomenon could undermine this trust. As a result, the U.S. and its democratic allies should consider developing a code of conduct for deepfake use by governments, drawing on existing international norms and precedents.

5.0 CONCLUSION AND RECOMMENDATIONS

Conclusion

The problem with the detection of deepfakes is that any weakness identified by researchers in deepfake is immediately improved, and also, people and resources invested in developing deepfake
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technologies supersede those working to overpower it. Deepfake malicious actors consistently improve their techniques, and making laws to keep up with them is difficult. Nevertheless, big tech companies are spending resources to detect deep fakes. Facebook is doing so through its Deep Fake Detection Challenge and Google though its Deep Fake ban. Identifying deepfakes is not an easy task. According to Nina Schick, who wrote the book “Deep Fakes” in 2020, we will never be able to detect all manipulated content.” Hao Li concurs with Schick and states that it will soon be absolutely impossible to detect deep fake, and this is as a result of the upgrades made by deep fake makers and researchers. There is still uncertainty of whether deepfakes should be totally eradicated or ignored. However, if deepfakes are left unchallenged, it could have profound implications for journalism, citizen competence, and the quality of democracy.

Although deep fakes are events that never occurred, but they have real consequences. They can inflict psychological harm on the victim, reduce employability and affect relationships. This is also a medium for cybercriminals to conduct fraud stress-free. However, deep fake threat to national security is less frequent, however theoretical, it is possible. For instance, supposed Russian actors disseminated a deep fake videos that showed Ukrainian President, Volodymr Zelensky telling his military to stand down it was however quickly removed by social media companies.

Furthermore, deepfakes can be used to assert or consolidate dangerous thinking. The problem is even if a person debunks a deep fake, it is unlikely that it will reach out to the many that have seen or believed this. The need to establish both national and international legislations to regulate and supervise the use of deepfakes cannot be overemphasized. Putting an end to deep fake absolutely will be unethical because of its positive impact, especially in the film industry and putting motion on dead people to soothe their loved ones, however, leaving it unchallenged entails a world of uncertainties and distrust. The onus is on both International organizations and national institutions to set up specific legislations to ensure that before deep fakes become ubiquitous, they are controlled.

**Recommendations**

Educating people on deep fake is crucial. Many people are unaware of deep fakes, and public awareness should be raised urgently. Digital literacy of the community should be facilitated to help people detect fake videos, images and footages at least, in the least technical way possible. This is necessary because even if experts are able to detect deep fakes, and the people are not, such
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detection is of no positive value because the videos are to be watched by the people. It should be noted that anyone can be deepfaked, and there are also simple picture and video taking techniques that one could employ to avoid being easily deepfaked, or even deepfaked at all. For instance, having obstruction, such as waving hands in front of a face in a photo or video can provide some protection.\(^\text{125}\)

Cybersecurity: With deep fake, cybersecurity strategies need an immediate upgrade. Social engineering, that is the use of spam emails or calls, pretending to be a relative of a person or someone close to the person to extort money from such a person, will become upgraded to an almost undetectable mode. With deep fakes, a cybercriminal can perfectly mimic the voices of a potential victim’s relative or boss to extort money. Furthermore, companies, governments, and authorities using facial recognition technology and storing vast amounts of facial data for security and verification purposes, need to address the threat of identity theft of such data, were it to be leaked.\(^\text{126}\) This implies that stronger cybersecurity measures need to be adopted to ensure that such sensitive data is not leaked.

Adopting a video authentication process prior to posting it on the internet is necessary. A video authentication process can be programmed to ensure that everyone uses it prior to posting, hence non-users’ videos or images will be flagged down as non-authentic and the identity of deep fake persons can be revealed. Messages from verified pages on social media can be believed since the poster can be held responsible for the news. However, with Elon Musk’s new move of selling verification tags (blue ticks) on Twitter, this can grow the deep fake community, since they can just buy the tick and make their videos even more convincing, as people would deem it authentic since it is shared by a verified page. Fact-checking by social media companies also aids in the control of deep fakes. Fact-checking is very hard as the number of videos and images being uploaded exceed the software and human resources used to verify them. For instance, users upload 500 hours of content per minute on YouTube, and Twitter struggles with 8 million accounts that attempt to spread content through manipulative techniques.

Lastly, but most importantly, specific legislation must be put in place to control deep fake. These legislations must be all encompassing, that is, they must cover all aspect of deepfakes. For example, it is evident that Virginia’s deepfake laws mainly concentrate on deep fake pornography or revenge porn. A comprehensive deep fake legislation, pointing out the several deep fake malicious acts and consequences, like China’s Deep Synthesis Technology Regulation is advised. Furthermore, in this context, the law is no longer regarded as solely the last hope of the ordinary man, but the last hope of preserving trust in media, sustaining global and national security, maintaining security on the internet and safeguarding human dignity. Firstly, deep fake application softwares can be banned, since they are what makes deep fake accessible to numerous bad actors. Laws can be put in place to criminalize fake videos of events or persons that never happened. It should also be an offense for someone to share a video without fact-checking. If people can be held responsible for videos they share, deep fake makers, although they enjoy anonymity on the internet, will become frustrated. When one person is punished for sharing a fake video, then another would exercise
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caution before sharing a video. Every social media user should be held responsible for whatever information they share on their accounts. This might be deemed restrictive, but it is better than lawlessness on the internet.
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