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ABSTRACT 

Purpose: Satisfactory consumer feedback 

results from sentiment research which 

enables product quality enhancement. The 

research examines Amazon product review 

data through machine learning methods for 

sentiment analysis to extract important 

insights that improve customer experience.  

Materials and Methods: A Gradient Boost 

Classifier stands at the core of the proposed 

method which conducts sentiment analysis 

operations. The preliminary data treatment 

includes punctuation removal and stop word 

filtering followed by text tokenization. 

Feature extraction is performed using the Bag 

of Words (BoW) technique. The data is split 

into training and testing sets, and the models 

are evaluated using F1-score, recall, 

accuracy, and precision. Comparative 

analysis is conducted with Logistic 

Regression (LR), Naïve Bayes (NB), and 

Recursive Neural Network for Multiple 

Sentences (RNNMS).  

Findings: Among the tested models, the 

Gradient Boost Classifier consistently 

outperforms others, achieving a robust 

performance of 82% across all evaluation 

metrics. This highlights its superior 

classification capability in sentiment analysis 

tasks.  

Unique Contributions to Theory, Practice 

and Policy: While Gradient Boosting 

demonstrates high accuracy, future research 

could explore more advanced models and 

techniques, such as transformer-based 

architectures, to enhance sentiment 

classification across diverse product 

categories and address more nuanced 

sentiment patterns. 

Keywords: Sentiment analysis, big data, 

business, Machine learning, Amazon product 

review dataset, BOW
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INTRODUCTION 

Consumers rely heavily on online evaluations when making purchases in today's fast-paced 

digital age, due to the proliferation of e-commerce platforms. Businesses may learn a lot about 

what consumers want and how to improve their goods and services from these evaluations, 

which in turn affect the purchasing decisions of prospective consumers[1]. Among e-commerce 

platforms, Amazon stands as a global leader, hosting millions of product reviews that capture 

diverse customer sentiments. Extracting meaningful insights from this vast pool of unstructured 

data, however, poses a significant challenge[2]. 

An essential part of NLP is sentiment analysis, which is used to make sense of the views 

expressed in text [3]. Through multiple machine learning algorithms and lexicon techniques and 

hybrid models the system classifies customer sentiments as positive, negative or neutral [4]. The 

analysis of sentiments helps businesses acquire deeper customer insights about satisfaction 

levels, product quality attributes and market trend patterns to drive data-based decisions which 

lead to improved customer experiences. 

The combination of big data analytics with sentiment analysis now revolutionizes business 

operations by allowing the efficient processing and variety analysis of large datasets with high-

velocity speed [5]. The rapid growth of digital data from reviews and social media and other 

platforms demands reliable analytical frameworks. Big data technologies handle vast 

information volumes while generating deep customer behavioral understanding and trend 

projections. Organizations leverage big data and sentiment analysis to uncover patterns and 

identify pain points and predict customer needs with unparalleled precision[6]. 

AI alongside ML technology now enables practical usage of predictive analytics for making 

predictions through historical data analysis [7]. Modern sentiment analysis relies on automated 

learning through AI and ML algorithms to reveal hidden patterns which standard analysis 

methods struggle to detect[8].  Predictive models driven by organizations allow them to identify 

client preferences and estimate product requirements for making better decisions [9]. E-

commerce businesses gain competitive advantages along with customer-focused innovation 

capabilities through the combined power of sentiment analysis with big data and predictive 

analytics. 

AI and machine learning (ML) perform fundamental tasks in sentiment analysis through 

automated text emotion interpretation techniques [10]. The objective of sentiment analysis 

techniques is to extract subjective communications categorized as positive or negative or neutral 

from textual data including customer reviews and survey results, and social media content[11]. 

Traditional sentiment analysis approaches depended on rule-based systems which operated 

through manually tagged word databases [12]. AI together with ML techniques achieved 

substantial advancement which resulted in significantly better text sentiment identification 

capabilities. Sentiment analysis solutions based on machine learning models provide effective 

results at lower computational loads than deep learning models. To leverage statistical patterns 

in the data these algorithms: Naïve Bayes, Logistic Regression and Support Vector Machines 

(SVM) have generated consistent performance outcomes[13].  The features in traditional 

machine learning systems get defined while extraction occurs manually or through feature 

selection techniques [14]. Deep learning models extract features through automatic processes 

which results in improved accuracy alongside improved performance. Existing text analysis 

methods benefited from deep learning advances which led to the development of Recurrent 

Neural Networks (RNNs) alongside Long Short-Term Memory (LSTM) networks [15]. These 

models learn sequential dependencies allowing them to read sentences better by understanding 

word-context relationships in each sentence [16]. The application of deep learning methods 
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enables text models to detect subtle patterns that enhance their capability to precisely recognize 

hidden emotional expressions especially when writers use either sarcastic tone or language with 

multiple interpretations[17]. The advancements in sentiment analysis resulting from AI and ML 

enable numerous applications throughout customer service analysis and market research and 

political sentiment evaluation and brand oversight. Through their automation capabilities, 

businesses and organizations gain access to profound public opinion insights from their massive 

text data. 

A. Motovation 

Research origins from the increasing business requirement to process customer feedback 

through online reviews which Amazon particularly showcases extensive daily review activity. 

Customer review data provides essential feedback about customer feelings that helps 

companies perform better product development as well as boost customer happiness levels and 

affect marketing plans. The extensive nature of available data exceeds human capabilities for 

manual analysis thus generating a requirement for automated systems using machine learning 

sentiment analysis technologies. By leveraging advanced algorithms such as Gradient 

Boosting, Logistic Regression, and Naïve Bayes, this study aims to provide a scalable solution 

for understanding consumer sentiment, enabling businesses to make data-driven decisions that 

enhance the customer experience and improve product offerings. 

B. Significance and Contribution  

This paper offers a thorough method for analyzing Amazon product evaluations for sentiment, 

with a focus on using machine learning methods to make sentiment categorization more 

accurate. The work is significant as it explores an employ of widely-used NLP methods and 

advanced ML algorithms, ensuring the results have practical implications for e-commerce 

platforms and customer experience management. Here are some important points from this 

study: 

• Collect Amazon product review dataset for sentiment analysis. 

• Developed a preprocessing for including tokenization, stop word removal, and 

punctuation filtering.  

• Utilized BoW for feature extraction to convert textual data into numerical form. 

• Implemented and compared multiple ML models, including GB, LR, NB, and RNNMS 

for sentiment classification. 

• Assess the efficacy of the model by calculating its recall, accuracy, F1-score, and 

precision. 

C. Structure of the Paper 

The study is structured as follows: Section II presents relevant work on sentiment analysis. 

Section III details the procedures and materials used. section IV presents the experimental 

findings of a proposed system. The inquiry and its outcomes are summarized in Section V. 

Literature Review 

This section discusses the surveys and reviews articles on Sentiment Analysis of Amazon 

Product Reviews in Business Insights. 

Singla, Randhawa and Jain et.al. (2018) The goal of the computer research known as "sentiment 

analysis" is to glean subjective information from written texts. Using Sentiment Analysis, the 

proposed work sorts over 4,000 reviews into positive and negative attitudes. DT, NB, and 
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SVM are the categorization models that have been used for reviews. They use 10-fold cross-

validation to evaluate the models[18]. 

Rain (2013) aims to use and expand upon existing research in sentiment analysis and NLP by 

applying it to Amazon data. Classifying reviews as favourable or negative is done using decision 

list classifiers and NB. Supervised ML makes use of user-rated product ratings as training data 

[19]. 

Bali et.al. (2016) proposal for consumer sentiment analysis involves mining user attitudes to 

generate product popularity, which in turn will lead to "personalised" outcomes; these 

personalized results are essential in the today's client-centric environment. Thus, this is useful 

for firms who are looking to broaden their user base and develop more effective retail techniques 

to sell their goods [20].  

Haque, Saber and Shah et.al. (2018) It is easy to grasp since it has employed simpler algorithms. 

Unfortunately, the system's great accuracy on svm prevents it from performing well on massive 

datasets. They accomplished this using DT, LR, and SVMs. The tfidf is used in this context as 

an auxiliary experiment. Utilising a word bag, it is able to derive ratings. However, we are just 

using a small number of classifiers here. A linear regression model was used, consisting of 

RMSE. In an effort to streamline our processes, we drew inspiration from the aforementioned 

connected works and implemented their finest concepts harmoniously[21].  

Wladislav et.al. (2018) we present Sentilyzer, an advanced system that analyses Amazon 

product evaluations for sentiment and aspects using dynamically generated dictionaries. It 

achieves advanced aspect-oriented sentiment analysis[22]. 

Singla Randhawa and Jain et.al. (2017) analyzed data from a big collection of mobile phone 

evaluations that people have posted online. They have incorporated not just positive and 

negative attitudes but also anger, anticipation, contempt, fear, pleasure, grief, surprise, and trust 

in our classification system. By categorising reviews in this way, we can better assess the 

product as a whole, which in turn helps customers make more informed purchases[23]. 

The findings from prior studies have directly influenced the choice of techniques in this study 

by highlighting the importance of robust and scalable models for sentiment analysis. Earlier 

research demonstrated the effectiveness of machine learning models like Decision Trees, Naïve 

Bayes, and SVM, emphasizing their utility in classifying sentiments and their limitations with 

larger datasets. These insights guided the adoption of Gradient Boosting, a more advanced and 

efficient algorithm, to overcome these challenges. Additionally, the emphasis on feature 

extraction methods like tf-idf and Bag of Words in previous works informed the decision to 

integrate them for effective textual representation. Studies focused on analyzing Amazon 

product reviews using machine learning techniques for sentiment analysis, aiming to extract 

valuable insights for enhancing customer experience inspired the inclusion of approaches aimed 

at capturing nuanced insights, ensuring the methodology not only addresses prior limitations but 

also enhances accuracy and practical application across diverse product categories. By 

harmonizing these techniques, the methodology ensures a comprehensive and scalable solution, 

drawing inspiration from and improving upon the strengths of prior approaches. 
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Table I provides the comparative analysis of Sentiment Analysis of Amazon Product Reviews 

in Business Insights based on the datasets, findings, limitations, and future work. 

Table 1 Summary of Background Study and Machine Learning Techniques for 

Sentiment Analysis of Amazon Product Reviews 

Study Methods Key Findings Dataset Limitations & Future Work 

Singla,  

Randhawa  

and Jain 

et.al. 

NB, SVM, DT; 

10-Fold Cross 

Validation 

Classification of 

over 400,000 

reviews into 

positive and 

negative sentiments. 

400,000 

Amazon 

reviews 

Limited classification 

methods; future work could 

include advanced deep 

learning models for improved 

accuracy. 

Rain et.al. Naive Bayes, 

Decision List 

Classifiers; 

Supervised 

Machine 

Learning 

Utilised the star 

ratings of products 

to tag reviews as 

positive or negative 

with supervised 

learning. 

Data 

retrieved 

from 

Amazon 

Relies on user star ratings, 

which may not always 

accurately reflect review 

sentiment; potential for 

incorporating context-

sensitive models in future. 

Bali et.al. Sentiment 

Analysis, 

Popularity 

Mining 

Proposed consumer 

sentiment mining to 

generate popularity 

insights for 

personalised 

recommendations 

and retail strategies. 

User 

sentiment 

data 

Focused on consumer-centric 

strategies without detailed 

model performance metrics; 

future work could apply state-

of-the-art sentiment models 

for better insights. 

Haque, 

Saber  

and Shah 

et.al. 

SVM, Logistic 

Regression, 

Decision Trees; 

TF-IDF, Bag of 

Words (BoW) 

Achieved high 

accuracy with SVM 

but struggled with 

large datasets. 

Amazon 

reviews 

(unspecified 

size) 

Limited scalability and 

classifiers; future work could 

improve computational 

efficiency and explore 

ensemble models for better 

performance on large 

datasets. 

Wladislav 

et.al. 

Sentilyzer 

System, 

Aspect-

Oriented 

Sentiment 

Analysis 

Performed advanced 

aspect-oriented 

sentiment analysis 

using category-

specific sentiment 

and aspect 

dictionaries from 

reviews. 

Amazon 

Product 

Reviews 

Focuses only on aspect-

oriented sentiment; future 

directions may include 

integrating broader sentiment 

paradigms. 

Singla,  

Randhawa 

and Jain 

et.al. 

Multi-class 

Sentiment 

Classification; 

Extended 

Sentiments 

(e.g., anger, 

joy, trust) 

Classifies reviews 

into detailed 

sentiments for better 

evaluation and 

decision-making 

processes for 

consumers. 

Online 

reviews for 

mobile 

phones 

Requires extensive labelled 

data for multi-class sentiment 

tasks; future work could 

incorporate unsupervised 

learning for reduced 

dependency on labelled 

datasets. 

MATERIALS AND METHODS 

There are a number of steps to the process of utilising AI and ML algorithms to determine the 

tone of Amazon customer reviews. First, the Amazon product review dataset is pre-processed 

to enhance data quality, including removing punctuation, filtering out stop words, tokenizing 

text. Next, features are extracted employing techniques such as BoW. The dataset is then split 

into an 80-20 ratio for training and testing, respectively which transform textual data into 
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numerical representations suitable for analysis. These features are then input into a classification 

algorithm, which categorizes the reviews into Positive, Negative, or Neutral sentiments. Then 

implement ML model based Gradient boosting classifier to enhance the performance of 

sentiment analysis on Amazon data. Also, this model compares with existing models namely 

like RNNMS: Recursive Neural Network for Multiple Sentences, LR: Logistic Regression and 

NB: Naïve Bayes. Lastly, to guarantee the efficacy and dependability of the sentiment 

classification process, a performance is assessed employing conventional measures like recall, 

accuracy, precision, and F1-score. A flowchart of Amazon product reviews is in Figure 1. 

 

Figure 1 Flowchart for Amazon Product Review 

The following steps of the flowchart are briefly explained in below 

D. Data Collection 

Customer reviews for Amazon product reviews are available dataset. It contains information 

that was scraped from the Amazon site, such as the product name, reviewer name, review 

content, rating, and timestamps with 6823 samples. The Amazon product review dataset 

visualisation graphics are provided below 

Dataset 

Amazon 

product 

review 

Data-preprocessing 

Feature 

extraction  

Classification Model 

Gradient boost and other 

comparison models are 

RNNMS, LR, and NB 

Matrix including like accuracy,  

precision,  
recall, and f1-score 

Positive Negative Neutral 

• Removing punctuation 

• Removing stop words 

• Tokenization 

 Bag of words 

Data splitting 
Training (80%) 

Testing (20%) 

Results   
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Figure 2 Distribution of Customer Rating in the Input Data 

The pie chart in Figure 2 illustrates the distribution of customer ratings, revealing that 5.0 out 

of 5 stars is the most common rating, accounting for 60.0% of all ratings, followed by 4.0 stars 

at 18.8%. Ratings of 3.0 stars represent 11.8% of the total, while 2.0 and 1.0 stars are the least 

frequent, comprising 5.9% and 3.5%, respectively. This distribution highlights a tendency for 

customers to provide higher ratings (4 or 5 stars) more frequently than lower ratings (1 or 2 

stars). 

 

Figure 3 Frequency of Sentiment in the Input Data 

The sentiment analysis of the input data reveals a strong positive bias. A majority of the data 

points express positive sentiments, as evidenced by the significantly taller bar representing 

positive sentiment in the Figure 3. The data shows a predominance of positive sentiment, with 

negative sentiment being less frequent and neutral sentiment the least common, suggesting an 

overall positive sentiment. 

 

Figure 4 Heatmap for Amazon Product Review  
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This heatmap in Figure 4 visualises the correlations between various features in Amazon product 

reviews. Sentiment has a moderate positive correlation (0.31) with overall rating, indicating a 

connection between sentiment analysis scores and user ratings. Review length (review Len) and 

sentiment show a weak negative correlation (-0.15), suggesting longer reviews might slightly 

dampen sentiment scores. Word count and review length are perfectly correlated (1), as expected 

due to their direct relationship. Overall, the chart highlights weak or negligible relationships 

among most features except for word count and review length. 

E. Data Preprocessing 

Data preparation involves eliminating columns with unneeded values, such as those with 

missing, false, or null values [24]. This step is performed to eliminate these superfluous and 

missing columns since our dataset might be noisy at times. The following pre-processing steps 

are as follows: 

• Removing punctuation: Removing the punctuation in the review text column for 

simplicity. 

• Removing stop words: "Stop words" are frequent terms that readers may assume don't 

convey anything about the review's tone. So, "I" and "is" are two examples. 

• Tokenization: Tokenization is the act of converting a string of text into a collection of 

discrete tokens [25]. The building blocks of text segments are called tokens. It could take 

the form of individual words, whole sentences, or part phrases. 

F. Bag of Words (BoW) for Extract Features 

The bag-of-word method is used in NLP and information retrieval to represent reduced text or 

data in order to extract characteristics [26] . This approach depicts a document or text as a bag, 

or multiple set, of words. Consequently, sentiment analysis's "bag of words" represents the 

process of compiling a set of relevant terms [21]. The feature sets were extracted using the bag 

of words method.  

G. Data Splitting 

This stage involves dividing the dataset into two sections: testing and training. Building the 

model is done using the training subset, and assessing the model's performance is done with the 

testing subset. In this paper, splitting the dataset into 80% for training and 20% for testing. 

H. Classification with Gradient Boost Classifier Model 

The ML method known as Gradient Boosting is quite effective for classification and regression 

jobs. Building on the idea of boosting, it combines a number of weak models (usually [27] DT) 

to produce a powerful, accurate prediction model[28]. Everything from the loss function to the 

underlying learner models is up for grabs. Discovering the solution to the parameter estimates 

provided a certain base-learner h(x, θ) and/or a customized loss function φ (y,f) might really be 

difficult. This was addressed by suggesting that a new function h(x, θt) be selected as the one 

that is most parallel to the negative gradient along the observed data (1): 

 𝑔𝑡(𝑥) = 𝐸𝑦[
𝜕𝜑(𝑦,𝑓(𝑥))

𝜕𝑓(𝑥)
𝑥]𝑓(𝑥)=�̂�𝑡−1(𝑥) (1) 

The new function increment that has the highest correlation with −gt(x) may be selected rather 

than searching the function space for the general solution for a boost increment [7]. This makes 

it possible to substitute the traditional least-squares minimization work with a potentially very 

challenging optimization challenge (2): 

 (𝜌𝑡, 𝜃𝑡 = arg 𝑚𝑖𝑛 ∑ [−𝑔𝑡(𝑥𝑖) + 𝜌ℎ(𝑥𝑖, 𝜃)]2 𝑁
𝑖=1 (2) 
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The design decisions of φ (y,f) and (x, θ) will have a significant impact on the precise by of a 

generated algorithm with all the relevant formulae. 

I. Evaluation Measures 

This study assesses sentiment analysis by calculating the positivity and negativity of reviews 

and then utilising classification measures such as Accuracy, Precision, Recall, and F-Measure 

[29][30]. A confusion matrix is utilized to assess model performance by comparing actual and 

predicted values, consisting of TP, FP, TN, and FN. The following matrix is explained below 

Accuracy: The ratio of correctly anticipated observations to total observations, is the most basic 

and straightforward natural performance measure. The following eq (3) 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (3) 

Precision: The precision of a test is proportional to the proportion of valid results relative to the 

total number of outcomes (including both true and false positives). As seen in Eq. (4), the typical 

formula used for this purpose is 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP+FP
 (4) 

Recall: The ratio is defined as TP divided by the total of TP and FN. Sensitivity is another name 

for it. Here is the following equation (5) for recall 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

𝑇𝑃+𝐹𝑁
 (5) 

F1-Score: Accuracy in both recall and precision are weighted. Retrieving relevant hot spots and 

accurately detecting the kind of malignancy are shown by the classifier. Its computation is 

described in Eq. (6). 

 𝑭 − 𝑴𝒆𝒂𝒔𝒖𝒓𝒆 =
𝟐(𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏∗𝑹𝒆𝒄𝒂𝒍𝒍)

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧+𝐑𝐞𝐜𝐚𝐥𝐥
 (6) 

ROC Curve: This is a probability curve that represents several classes. It provides insight into 

the model's performance in classifying inputs. ROC is a graphical representation that evaluates 

the performance of a classification model by plotting the True Positive Rate (TPR) against the 

False Positive Rate (FPR) at various threshold levels. 

True Positive Rate (TPR), also called Sensitivity or Recall: It measures the proportion of 

actual positives correctly identified by the model. The TPR calculate as equ.7. 

                  𝑇𝑃𝑅 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃)

True Positives (TP)+False Negatives (FN)
         (7) 

False Positive Rate (FPR): It indicates the proportion of actual negatives incorrectly classified 

as positives. The FPR calculate as equ.7. 

                  𝐹𝑃𝑅 =
𝑓𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝐹𝑃)

𝑓𝑎𝑙𝑠𝑒 Positives (fP)+True Negatives (TN)
         (8) 

A model with good performance has a curve that rises sharply toward the top-left corner, 

indicating high TPR and low FPR. The Area Under the Curve (AUC) quantifies the overall 

performance: the closer the AUC is to 1, the better the model. 

FINDINGS 

Evaluating the performance of a Machine learning model requires the calculation of the 

accuracy, precision, recall, and F-score.  
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The evaluation metrics for the Gradient boost classifier model on the Amazon product review 

dataset result in Table 2. In the below table 4, the accuracy for the models like LR[23], Naïve 

Bayes[23], and RNNMS[31] is compared with gradient boost and achieves the highest accuracy.  

Table 2 Gradient Boost Model Performance for Sentiment Analysis on the Amazon 

Product Review Dataset 

Measures Gradient boost (GB) 

Accuracy 82 

Precision 82 

Recall 82 

F1-score 82 

 

Figure 5 Performance of Gradient Boost Mod 

The above Table 2 and Figure 5 show the model performance sentiment analysis for Amazon 

product reviews. Gradient boost classifier model achieves excellent performance with 

accuracy,precision,recall and F1-score all are same 82%, indicating strong classification ability 

with minimal false positives and high detection of relevant instances.  

Table 3 Classification Report for Gradient Boost Classifier Model 

Class Precision Recall F1-score Support 

0 0.83 0.82 0.83 891 

1 0.81 0.81 0.81 811 

Accuracy 0.82 0.82 0.82 1702 

Macro Avg 0.82 0.82 0.82 1702 

Weighted Avg 0.82 0.82 0.82 1702 

The following Table 3 displays a classification report for the gradient boost classifier model. 

The report indicates that the model attains a precision83%, recall82%, and f1-score83% and 

Support891 for class0, while achieving a precision81%, recall81%, and f1-score83% and 

support811 for class1. 

82 82 82 82
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Figure 6 Confusion Matrix for Gradient Boost Classifier  

Figure 6 demonstrated its overall performance by correctly predicting 659 instances as True 

(True Positives) and 735 instances as False (True Negatives), showcasing its ability to classify 

data accurately. Though it did correctly identify 152 True occurrences and 156 False Positives, 

it also made 156 False Negatives [32-43]. 

 

Figure 7 ROC-AUC Curve of Gradient Boost Classifier 

Figure 7 depicts a ROC curve that measures how well a binary classification model performs. 

The TPR is plotted against the FPR to visualize the trade-off between sensitivity and specificity. 

The ROC curve (blue line) shows strong predictive performance with an AUC of 0.90, 

indicating a high ability to distinguish between positive and negative classes. The dashed black 

line represents the "No Skill" baseline with random guessing (AUC = 0.5). An AUC of 0.90 

means that the model has a 90% chance of correctly distinguishing between a randomly chosen 

positive and a randomly chosen negative instance. In simpler terms, the model is very good at 

telling apart the two classes, with only a 10% chance of making an incorrect classification. 

Table 4 Comparison between ML Models on the Amazon Product Review Dataset  

Models Accuracy Precision Recall F1-score 

GB 82 82 82 82 

LR[23] 80.86 81.16 1.06 81.06 

NB[23] 79.66 79.66 9.66 79.66 

RNNMS[31] 75 75 75 74 

The Table 4 above illustrate the performance of ML models across performance parameters. 

Gradient Boost has the best accuracy, along with very good precision, recall, and F1-score 
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values (82%), when compared to all other models. Nearly as good as logistic regression is its 

accuracy (80.86%), which is accompanied by similarly excellent precision (81.16%), recall 

(81.06%), and F1-score (81.06%). Accuracy, precision, recall, and F1 scores for Naïve Bayes 

are around 79.66%, indicating somewhat worse performance. RNNMS, has the lowest overall 

performance, achieving 75% accuracy and relatively lower precision, recall, and F1-scores 

(75%, 75%, 74%), making it less effective compared to the other models for this task. Gradient 

Boost delivers the best overall performance for Amazon product reviews. 

The Gradient Boosting model outperforms others in this study due to its ensemble approach, 

where multiple weak learners (decision trees) are combined to form a strong, accurate prediction 

model. This technique allows Gradient Boost to capture complex, non-linear relationships 

within the data, which is crucial for sentiment analysis, as text data often has intricate patterns 

that simpler models might miss. The linear limitations of Logistic Regression (LR) restrict its 

performance although it demonstrates effective execution compared to Gradient Boost. Naïve 

Bayes delivers efficient computation but its modeling of feature independence fails to represent 

textured data consequently lowering prediction accuracy. RNNMS struggles with this dataset 

because its sequential model fails to capture deep sentiment nuances in the data leading to 

diminished precision and recall performance. Gradient Boost demonstrates the strongest 

capability for analyzing sentiment on Amazon product reviews because it provides robust 

performance with accurate precision and recall measurements of complex relationships. 

CONCLUSION AND RECOMMENDATIONS 

Conclusion 

Research in the area known as sentiment analysis or opinion mining seeks to understand how 

people feel about certain topics. The classification of sentiment polarity is a crucial issue in 

sentiment analysis, which is addressed in this working paper. This research utilizes data derived 

from online product reviews found on Amazon.com. Actual customer-written Amazon product 

reviews contain both positive and negative feeling opinions. The application of sentiment 

analysis worked inside the ML model system. According to accuracy, precision, recall, and 

score metrics the Gradient Boost classifier surpasses all other models including LR, NB, and 

RNNMS by attaining an 82% final result. The combined strengths of Gradient Boost's complex 

interaction management and its superior precision and recall performance demonstrate it is the 

most efficient model for analyzing sentiment in Amazon product reviews. This research 

demonstrates how classification methods enable businesses to understand customer sentiments 

while such data-driven choices enhance customer service quality and product refinement 

through feedback analysis. Using sentiment analysis in corporate strategies influences practical 

business applications primarily by improving approaches to customer service and marketing and 

enhancing product development and market position assessments. Companies learn about 

customer satisfaction and identified problems along with preferred approaches through 

sentiment analysis of online reviews. Companies implement sentiment analysis to make their 

customer support more driven toward solving frequent customer issues and strengthening 

features that customers actively recommend. With the help of sentiment data insights companies 

gain the ability to conduct competitive analyses which enables them to stand out through 

enhanced product differentiation. Business intelligence tools enhanced by sentiment analysis 

technology enable real-time monitoring of market sentiments which produces advantages such 

as improved agility and better response to customer requirements. 

Recommendation 

The promising model results can face performance constraints whenever the input data includes 

review noise and ambiguity. Businesses should use sentiment analysis findings to enrich their 
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customer service methods marketing initiatives and product development programs thus 

building stronger consumer response abilities. The model precision can be improved through 

deep learning implementations alongside ensemble methods while making increased use of 

feature extraction strategies and diversifying datasets to work better across product types and 

consumer reactions. 
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