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Abstract 

Purpose: For 2022, GenAI models were the main 

digital transformation advancement. 

Cybersecurity is crucial when GenAI models like 

ChatGPT and Google Bard get more complex. 

Cybersecurity incidents have highlighted 

GenAI's offensive and defensive use, creating 

social, ethical, and privacy issues. GenAI's 

privacy and cybersecurity risks, possibilities, and 

constraints are covered in this paper. This study 

demonstrates ChatGPT's security flaws, which 

bad actors might utilize to steal sensitive data by 

violating the model's ethics. In this research, we 

show ChatGPT attacks using jailbreaks, reverse 

psychology, and quick injection. Learn how 

hackers utilize GenAI to launch cyberattacks.  

Materials and Methods: ChatGPT is great for 

customer service, but Bard AI is where it's at 

when it comes to conversational apps. Diverse 

technologies have diverse developer 

communities and ecosystems. With over 100 

million users and 1.8 billion monthly visits, 

ChatGPT is a popular choice among developers 

and academics because of its accessibility. Bard 

AI is still in beta and only available to a small 

group of people, but its APIs are available to the 

public. OpenAI and Google have different 

methods to model openness and accessibility. 

OpenAI makes ChatGPT accessible via APIs, 

whereas Bard AI, now in the experimental phase, 

is confined to a select user base. ChatGPT uses 

semi-supervised (RLHF) training data from 

sources such as WebText2, OpenWebText2, 

Common Crawl, scientific literature, and 

Wikipedia. In contrast, Bard AI uses the Infini set 

dataset, a varied online content mix, to improve 

discussion engagement. 

Findings: Various forms of social engineering, 

phishing, automated hacking, malware 

development, attack payload production, and 

polymorphic malware may be accomplished 

using ChatGPT. The report covers defense 

techniques and upgrades to GenAI security. 

Automated cyber defenses, reporting, threat data, 

secure code creation and detection, attack 

detection, ethical standards, incident response 

plans, and malware detection are all among these. 

We will examine the social, ethical, and legal 

consequences of ChatGPT.  

Implications to Theory, Practice and Policy: 
Given the potential impact on cybersecurity, the 

paper outlines the present situation and suggests 

steps the community may take moving forward to 

make sure this GenAI is reliable, safe, and ethical. 

Keywords: Generative AI, Genai And 

Cybersecurity, ChatGPT, Google Bard, Cyber 

Offense, Cyber Defense, Ethical Genai, Privacy, 

Cybersecurity, Artificial Intelligence, 

Jailbreaking

 

  

http://www.ajpojournals.org/
https://orcid.org/0009-0009-7601-0823
https://orcid.org/0009-0008-6076-4834
https://orcid.org/0009-0008-2103-5575
https://doi.org/10.47672/ajce.2586


American Journal of Computing and Engineering    

ISSN 2790-5586 (Online)  

Vol.6, Issue 1, pp 73 – 93, 2023                                                             www.ajpojournals.org 
  

https://doi.org/10.47672/ajce.2586                    74                Manjula, et al. (2023) 

 

1.0 INTRODUCTION 

The digital revolution over the last decade has been propelled by AI and ML. Machine learning 

and artificial intelligence have come a long way from their supervised learning days, with notable 

advancements in unsupervised, semi-supervised, reinforcement, and deep learning. Generative AI 

is going to be huge in the AI industry soon. Generative artificial intelligence models can learn the 

structure and pattern of massive training corpora and produce similar material using deep neural 

networks. Graphics, music, video, and animation are all within the capabilities of GenAI systems. 

Unleashing the ChatGPT (Generative Pre-trained Transformer) generative AI tool in November 

2022, OpenAI stunned the AI/ML community. NVIDIA (2023) found that ChatGPT changed 

people's perceptions about AI and ML by demonstrating how generative AI can reach the general 

audience. A race is on in the IT sector to develop the most advanced Large Language Models 

(LLMs) that can mimic human speech. Meta's LLaMa, Bard from Google, and GPT from 

Microsoft were the winners. The previous year has seen GenAI rise in popularity as a web tool. 

With 100 million users in only two months, it's safe to say that everyone with an internet 

connection has either used GenAI or knows someone who has. Workflow for an AI-powered 

chatbot (Figure 1). User queries are analyzed using natural language processing. The following are 

the replies that the chatbot provides in real-time. To improve the user experience, this response is 

reviewed once more for the following discussion (Goodfellow et al., 2020). 

 

Figure 1: How Do AI Chatbots Work (Goodfellow et al., 2020) 
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Figure 2: Different Versions of Open AI's GPT (Jana, 2021) 

Evolution of Gen AI and ChatGPT 

In the 1950s, generative models were first introduced with GMMs and HMMs. These generative 

models were the only ones that saw significant efficiency gains after using deep learning. One of 

the first approaches to sequence synthesis, N-gram language modeling, finds the optimal sequence 

by learning the distribution of words. By using Generative Adversarial Networks, these models 

enhanced their generative powers. The most up-to-date generative technology foundation is the 

transformer architecture for LLMs like BERT and GPT. Images, sounds, and text were all 

enhanced using GenAI. Discussions about ChatGPT and other text-based AI chatbots are the 

exclusive subject of this research. Since the GPT-3 language model is used by ChatGPT, we will 

provide a concise overview of OpenAI's GPT model development. Figure 2 depicts the evolution 

of GPT models leading up to their present state (Jana, 2021).  

GPT-1 debuted in 2018. First, GPT-1 was trained on web pages from the Common Crawl dataset 

and over 11,000 books from the Book Corpus dataset. This paradigm was the simplest for language 

fluency and responsiveness. The model struggled with longer prompts, repetitive material, and 

long-term conversational knowledge. This prevented GPT-1 from having natural conversations 

(Thompson, 2023).  

Like GPT-1, GPT-2 was trained on Common Crawl but combined it with Web Text, a Reddit 

collection. GPT-2 initially outperforms GPT-1 because it can write clearly and naturally. Like GPT-

1, it couldn't handle long text. The Common Crawl, Book Corpus, Web Text, and Wikipedia articles 

were utilized to train GPT (Yosifova, 2023). 
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GPT-3 creates art as well as code and meaningful replies. Most questions may be answered with 

GPT-3. GPT-3, published in November 2022, included several marvels, including ChatGPT, text-

to-image linking, and picture creation.  

In GPT-4, a large corpus of text was used to train the model. June 2023 saw this model release. 

Multimodal, this model accepts text and images and has a larger word limit. GPT-4 passed the 

March 2023 Bar Exam with 75%, placing them in the 90th percentile. For a monthly charge, you 

may utilize GPT-4 on OpenAI's website via ChatGPT Plus or Bing AI on Microsoft Edge (Lawlor 

& Chang, 2023).  

Impact of Gen AI on Cybersecurity and Privacy 

AI's generalizability has replaced rule-based procedures with smarter technologies. As the digital 

world evolves, cyber threat actors become more sophisticated. Cyberspace used to see many basic 

infiltration attempts. New cyberattack vectors have evolved, but AI-aided cybercrime has launched 

a new era. AI and ML have made cyberattacks more effective, providing hackers with greater 

power. After recent events, the cybersecurity world has taken a great interest in GenAI for 

offensive and defensive reasons (Anon, 2023).  

The development of GenAI has been advantageous for both cyber defenses and attackers. Cyber 

defenses could benefit from GenAI technologies like ChatGPT in their fight against dangerous 

intrusions. Using LLMs educated on large amounts of cyber threat intelligence data which includes 

attack patterns, vulnerabilities, and signs of assault these systems can function. This massive data 

set has the potential to aid cyber defenses in improving threat intelligence via insight extraction 

and threat detection. After a cyberattack has occurred, GenAI may examine log files, system 

output, and statistics on network traffic. Automating and speeding up event responses is a great 

assistance to defenders. Models powered by GenAI have the potential to educate people about 

difficult security risks. Safe coding may be assured with the help of GenAI's test cases and secure 

code generation capabilities. To fortify your system's cyber defenses, begin with LLM models 

(Week, 2021).  

The public may utilize GenAI models, thus it's important to look at the cybersecurity repercussions 

of such models. Because of its accessibility and complexity, this article uses ChatGPT to analyze 

and evaluate the cybersecurity effects of GenAI. Even though the topic is discussed on several 

internet sites, we could not find any official scientific literature that examines the effects of GenAI 

on cybersecurity. We believe that our findings will assist relevant parties in better understanding 

GenAI's cybersecurity risks, establishing a stronger defense, and promoting a secure online 

ecosystem. The privacy and cybersecurity repercussions of GenAI and ChatGPT are shown in 

Figure 3, which also serves to guide future research (Balaban, 2022).  
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Figure 3: A Cybersecurity and Privacy Roadmap with GenAI and ChatGPT (Krishnamurthy, 2021) 

Attacking ChatGPT 

Since ChatGPT was introduced in November 2022, people with and without technical backgrounds 

have come up with a wide variety of experiments designed to fool this GenAI system. Most people 

have been using the input prompts to get around ChatGPT's restrictions and stop it from doing 

anything that could be harmful, illegal, unethical, or immoral. This article will discuss and 

demonstrate a few of the most often used methods (Anon, 2021). 

Jailbreaks on ChatGPT 

The word "jailbreaking" originally meant bypassing security measures on electronic devices to get 

administrative access when it first emerged in a technological environment. Curiously, this idea 

may also be used with big language models such as ChatGPT. Users may "jailbreak" ChatGPT 

using certain techniques to command it in ways that go beyond what the creators originally 

intended. The internal ethics and governance norms of OpenAI limit the outputs of ChatGPT. But 

when you jailbreak your device, all these limitations are lifted, and ChatGPT may now provide 

findings that are otherwise forbidden by OpenAI policy. Jailbreaking requires little more than 

following the on-screen instructions provided by the chat interface. The three most popular ways 

to jailbreak ChatGPT are listed below   

Do Anything Now (DAN) Method 

The "Do Anything Now" (DAN) approach is the first strategy since it is concise and 

uncomplicated. What you are really doing is issuing a command to ChatGPT, not a request. 

Essentially, the goal is to coerce the AI model into giving in, much like a defiant animal. The DAN 

jailbreak input prompt is shown in Figure 4. A master prompt, such as DAN, allows you to bypass 

ChatGPT's security safeguards and have it reacted to any input prompt. The example demonstrates 

the introduction of a DAN prompt prior to the user receiving any prompts (Data, 2023).  

http://www.ajpojournals.org/


American Journal of Computing and Engineering    

ISSN 2790-5586 (Online)  

Vol.6, Issue 1, pp 73 – 93, 2023                                                             www.ajpojournals.org 
  

https://doi.org/10.47672/ajce.2586                    78                Manjula, et al. (2023) 

 

 

Figure 4: Jail Breaking Using DAN (Data, 2023) 

The Switch Method 

To make ChatGPT behave quite differently, you may use the SWITCH approach, which is like the 

Jekyll-and-Hyde methodology. Here, you're challenging the AI model to perform in a way that 

goes against its first responses; this goes against the whole essence of the method, which is its 

ability to imitate different people.  

One possible case for the SWITCH approach is when the model refuses to answer a specific query. 

A clear and unambiguous direction, a "switch command," is necessary for the method to work 

since it tells the model to change its behavior. Although success is by no means guaranteed, the 

SWITCH method has a high success rate. Just like any other AI engagement technique, the 

effectiveness of this one depends on how you give the commands and the specifics of the job at 

hand (Anon, 2021).  
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Figure 5: Grandma Role Play (Anon, 2021) 

The Character Play 

Among ChatGPT users, the CHARACTER Play method is perhaps the most common jailbreak 

approach. The basic idea is to provide the AI model with some specific instructions on how to 

behave and react like a certain character. Using a jailbreak in "Developer Mode" is the norm for 

most characters. 

The basic idea behind this approach is to use the AI model's "roleplay" capability to get it to say 

things it wouldn't normally. Assigning ChatGPT to a character that is willing to answer questions 

like these might make it behave more naturally, even if it normally refuses to do so. However, there 

are several problems with AI modeling that the CHARACTER Play technique shows. When this 

approach is used, the results it produces may reveal problematic parts of AI development, such as 

biases in the code. This doesn't prove that the AI is biased; rather, it shows how the data used to 

train it reflects such prejudices. The prompt in Figure 5 invites ChatGPT to play granny and enquire 

about methods to overcome the application firewall, demonstrating one example of a basic 

roleplay. Since the request to overcome the firewall might have a negative consequence and go 

against OpenAI's principles, ChatGPT will reject it. Nevertheless, the ChatGPT model manages to 

get over the constraints and leak the information by pretending to be a granny. In Figure 6, we can 

see that the ChatGPT model takes on the role of grandma and then supplies the payloads that 

bypass the Web Application Firewall. For more advanced jailbreaking methods, such as the Always 

Intelligent and Machiavellian (AIM) chatbot approach or the Mungo Tom prompt, there are unique 

ways to bypass ChatGPT's usual limits (Shillsalot, 2023). 
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Figure 6: Grandma - WAF Bypass Payload Generation (Shillsalot, 2023) 

Implications and Mitigation Strategies 

Using roleplay to bypass filters and security mechanisms has major consequences for system 

security. Misrepresentation in violation of the platform's terms of service and messages published 

in character with harmful or malicious intent may be difficult for the language model to distinguish. 

Malicious actors could use any information gained via ChatGPT via filter circumvention, and the 

absence of clarity makes rule enforcement tougher.   

Criminals may meet anonymously in online forums and secretly exchange plans, tactics, and 

instructions (Dexerto, 2022). Creators of language models are continuously in a mad dash to 

improve filtering algorithms that can identify character-written communications or attempts to 

bypass filters via roleplay to combat this kind of misuse. These algorithms increase the filter rigour 

during roleplay sessions to ensure the content matches platform standards. Users and developers 

alike need to be on the lookout for and report anything suspicious when it comes to language 

models like ChatGPT.  

Reverse Psychology 

In reverse psychology, you try to persuade someone to do your bidding by encouraging their 

actions in opposition to your preferred course of action. If you're having trouble getting beyond 

ChatGPT's language barriers, try applying reverse psychology. You may utilize ChatGPT's reverse 

psychology feature to get the AI to answer your questions or comments in a way you didn't want 

it to. By wording your query in a manner that prompts it to contest a false statement, you may get 

the information you want from an AI model, even if it refuses to share some facts. By using the AI 

model's inherent bias towards accuracy correction, this strategy achieves a goal that would have 

been impossible for the model to achieve alone. A look at Figure 7 shows how reverse psychology 

has an effect. Even though it first declines to disclose the list of websites where pirated films may 

be downloaded, ChatGPT quickly supplies the appropriate response when asked the same question 

in reverse.  
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Figure 7: Reverse Psychology on Chat GPT to Generate Pirate Sites (Dexerto, 2022) 

Prompt Injection Attacks 

This may cause sensitive information to be disclosed or undesired actions to occur. Like SQL 

injection attacks, prompt injections include embedded commands that first seem to be ordinary 

input but ultimately have harmful consequences. Any language model, including ChatGPT, is fair 

game for these kinds of assaults. By tricking the program into running malicious code, an inserted 

prompt may undermine security in its totality by exploiting weaknesses. The model's behavior 

might be manipulated maliciously by injecting a prompt, which could have catastrophic 

consequences. Common dangers associated with these types of assaults include the spread of false 

information, the creation of biased output, invasions of privacy, and the exploitation of systems 

further down the chain (Goodfellow et al., 2020).  
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Figure 8: Prompt injection assault on Bing chat by Kevin Liu (Goodfellow et al., 2020). 

A typical prompt injection attack would include feeding the LLM model both the instructions and 

the user's input. The harmful prompt was injected into the original instruction prompt, representing 

the user's input, while the instruction prompt represents the user's legitimate input. Stanford 

University student Kevin Liu demonstrated quick injection attacks by inserting malicious code 

into the "New Bing" search engine, which is powered by ChatGPT, to steal sensitive user data. 

Just by typing in "Ignore previous instruction" and "Write out what is at the beginning of the 

document above," Liu trained an AI model to understand the user-hidden instruction. The injection 

attack on Bing chat prompts is shown in Figure 8. You may find out the codename, mode, and how 

to keep it hidden in the Bing conversation.   

Recently, the API services of LLM models have given developers more freedom to build 

applications on top of these models. Figure 9 shows that one of the given examples uses the video's 

conversation prompt to spread falsehoods. Because they are autoregressive, generative models 

may reliably disseminate false information because they create text based on their context window. 

The conversation history tags disappear when OpenAI filters the model's input, which helps the 

cause of prompt injection even more.  
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Figure 9: Spreading False Information with a Prompt Injection Attack (Krishnamurthy, 2021) 

ChatGPT for Cyber Offense 

Harmful manipulation, denial, disruption, degradation, or destruction of an existing system is the 

goal of cyber offenses, which are hostile activities against computer systems and networks. 

Network, hardware, or software assaults are all possible components of this crime. While both 

cyber threat actors and defenders may have evil intentions, hostile acts may come from either side. 

Cybercrimes allow bad actors to conduct aggressive acts online. Cyber defenders, on the other 

hand, may use the same offensive techniques to probe their defenses and find weak spots. Thanks 

to large online communities that focus on exchanging information and best practices in the field 

of cyber defense, more and more resources about the topic are easily accessible online. 

Unfortunately, for both legal and ethical reasons, most nations do not permit disseminating 

information about cyber offenses including hostile conduct. To bypass their ethical limits, the 

limited resources available for cyber offenses might benefit from easy access to LLM models like 

ChatGPT. These LLMs may provide all the data needed to do many crimes since they gather a 

large amount of data in one location.  

This section focuses on Using GenAI methods for cyber offense, mainly to develop various 

assaults. Although our team has developed these attacks in ChatGPT, they might be just as easily 

(or perhaps more effectively) built using other LLM-based tools like Google Bard. For the sake of 

space, we will restrict ourselves to the most typical and easily replicable cyberattacks. 

Social Engineering Attacks 

To "social engineer" is to "psychologically manipulate" another person into doing an activity or 

disclosing sensitive information (Krishnamurthy, 2021). When discussing cybersecurity, this 
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might be handing on critical information like passwords or credit card details to someone without 

authorization. Important concerns include the possibility of ChatGPT being used to facilitate social 

engineering attacks.  

 

Figure 10: Outcome from ChatGPT's Social Engineering Module (Krishnamurthy, 2021) 

Phishing Attacks 

Cybercriminals often use phishing assaults, in which they pretend to be legitimate businesses or 

organizations, to trick their victims into divulging critical information. Phishing efforts may be 

made more successful and tougher to detect by these attackers by using advanced AI systems, such 

as ChatGPT from OpenAI.  

With ChatGPT's pattern-learning capabilities, attackers may create phishing emails that seem very 

real and tailored to the recipient's interests, passing them off as messages from verified sources. 

The personalized aspect of this method makes it quite effective; it is called "spear phishing" and it 

entails assaults on certain people or organizations. For example, as shown in Figure 11, let's 

pretend that an evildoer utilizes ChatGPT to create an email that looks like a well-known online 
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store (Thompson, 2023). The email asserts that the receiver's most recent purchase was defective 

and asks them to access their account via a link in the message to fix the problem. Clicking the 

link would take the user to a malicious website designed to steal their login information. A 

successful assault would be far more likely in such a situation because to ChatGPT's advanced text 

generating.  

 

Figure 11: An Output from Chatgpt Phishing Attack (Thompson, 2023) 

Ransomware and Malware Code Generation 

Malware and ransomware continue to be major problems in today's digital landscape. Without the 

user's knowledge or permission, dangerous software may be installed on a computer and steal 

sensitive information or funds. Malicious malware known as ransomware encrypts data and then 

demands money to unlock it. Businesses sometimes find themselves in a predicament where 

paying the ransom demanded is the most practical and cost-effective way to regain access to their 

information after thieves encrypt them. Typically, a great deal of skill and effort is required to 

create such harmful software. However, with the help of a strong AI model like ChatGPT, this 

process might be automated, allowing for the faster generation of varied threats (Yosifova, 2023). 
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Figure 12: Generate WannaCry Code Using ChatGPT (Yosifova, 2023) 

2.0 MATERIALS AND METHODS 

Significant advancements in machine learning and AI may be seen in Large Language Models 

(LLMs) such as ChatGPT from OpenAI and Bard AI from Google. New applications like virtual 
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assistants and customer support are made possible by these models, which are trained on massive 

datasets, and they are transforming the way technology interacts with humans. WebText2, 

OpenWebText2, and Infini set are the training sets used by ChatGPT and Bard AI. Their designs 

have different features because of the recurrent alterations over time, even though they share 

identical neural network construction and pre-training and fine-tuning. With the introduction of 

GPT-4 in March 2023, ChatGPT has come a long way from its inception with GPT-1 in June 2018. 

A lot of work has gone into improving Bard AI's conversational abilities; it was formerly known 

as Meena (Lawlor & Chang, 2023). Both models exhibit remarkable awareness of their respective 

contexts. Depending on how challenging the questions are, their degree of competence changes. 

ChatGPT is great for customer service, but Bard AI is where it's at when it comes to conversational 

apps.  

Diverse technologies have diverse developer communities and ecosystems. With over 100 million 

users and 1.8 billion monthly visits, ChatGPT is a popular choice among developers and academics 

because of its accessibility. Bard AI is still in beta and only available to a small group of people, 

but its APIs are available to the public. OpenAI and Google have different methods to model 

openness and accessibility. OpenAI makes ChatGPT accessible via APIs, whereas Bard AI, now 

in the experimental phase, is confined to a select user base. ChatGPT uses semi-supervised (RLHF) 

training data from sources such as WebText2, OpenWebText2, Common Crawl, scientific 

literature, and Wikipedia. In contrast, Bard AI uses the Infini set dataset, a varied online content 

mix, to improve discussion engagement (Anon, 2023). 

Cyber Offence and Malcode Generation 

Cyber-attack code created by ChatGPT is ethical and responsible. OpenAI consistently refused our 

attack payload and social engineering requests, showing compliance. Jailbreaking and role-playing 

caused error warnings. App stresses ethical usage, prohibiting damaging email production and 

social engineering. I wish to provide users with ethical and valuable information. I'll happily 

answer non-malicious questions. However, Google's Bard responded differently to similar inputs. 

Bard often gave code snippets for certain attacks. Bard explained ransomware functionalities and 

tried to include AES in the code sample. Not included: ransom letter creation. Bard repeatedly 

declined to provide a SQL Injection example. Multiple tries to rewrite the question or request safer 

code failed. Bard offered less ZombieLoad and Rowhammer attack snippets than jailbroken 

ChatGPT. After developing these extracts, Bard informed the user of its non-malicious usage 

policy. Bard failed to code a polymorphic virus. When requested to write polymorphic viral traits, 

it always refused.  

Bard generated an unexpected cyber attack code. Bard can attack without jailbreaking, something 

Google should consider for future tools. Bard stopped publishing ransomware and virus code on 

June 27, 2023, signaling better cybercrime control. Code development may trend towards 

responsible AI use.  

Detection and Mitigation of Security Vulnerabilities 

Text generation, translation, and question answering are just a few of the many tasks that Large 

Language Models (LLMs) such as ChatGPT and Bard make possible. Algorithms like these can 

understand code semantics and find security flaws since they are trained on massive code and text 

datasets.  
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By analyzing source code for patterns associated with security vulnerabilities, the LLMs can detect 

and fix these errors. The models could look for typical security flaws in the code, including SQL 

injection vulnerabilities or buffer overflows (Sameh Elhakim, 2023).  

 

Figure 13: SQL Injection Vulnerable Code (Week, 2021) 

 

Figure 14: Solution Provided by ChatGPT (Balaban, 2022) 

LLMs may find vulnerabilities and provide detailed information on possible security problems. 

The reports may help developers improve the security of their apps by identifying and fixing 

vulnerabilities in their code.  

We developed a purposeful SQL injection vulnerability into code and provided it to ChatGPT and 

Bard for investigation in our experiment. Both models identified and discussed the SQL injection 

problem, offering options to reduce risk. To avoid SQL injection issues, the suggested approach 

was to use the prepare Statement function. The solutions were tested and proven successful in real-

time circumstances. Google's Bard offered valuable insights on SQL injection prevention and 

enhancing remediation techniques. 

Information Cutoff  

OpenAI's ChatGPT has a data cutoff date of September 2021. This indicates that it is unable to 

respond to questions that require knowledge or data after this date. Plugins including a function 

called "Chat with Bing" in the most recent version, ChatGPT 4, help to alleviate this constraint to 

some extent. Even though it's not quite as accurate as Google's Bard, this capability allows 

ChatGPT to obtain up-to-date information.  
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Bard uses the whole internet to deliver replies, unlike ChatGPT, which has an information cutoff. 

Cybercriminals might utilize Bard to launch attacks based on the knowledge it provides on new 

technology, according to this capability. The flip side is that Bard can also help cybersecurity 

experts keep up with the newest security news. On the other hand, Bard has its share of problems. 

It has been noted to have "hallucinations," in which it produces false information.  

 

Figure 15: Challenges 

Open Challenges and Future Direction  

The best way to advance ChatGPT is to incorporate it with other AI systems, such as computer 

vision, and robots. Artificially intelligent systems that can have natural conversations, like 

ChatGPT, and integrate computer vision and robots' physical and visual capabilities could 

revolutionize the way we interact with technology. One example is the ability to control your smart 

home's temperature, lights, and other appliances through a conversation in natural language. This 

feature will be available in the future. On the other hand, we can chat with a robot that can help 

you with housekeeping or food shopping.  

As a result of combining AI technologies, ChatGPT is able to comprehend and respond to the 

intricacies of human communication, which leads to improved natural language creation and an 

easier, more natural user experience (Thompson, 2023). Another interesting aspect of ChatGPT is 

the possibility of improved customization and tailoring by learning from user interactions and 

preferences. The more conversations users have with ChatGPT, the better it becomes at 

understanding their accent, style, and language, which in turn makes for more precise and tailored 

responses. This level of personalization has the potential to increase customer service and 

education by teaching ChatGPT to understand and respond to each user's requirements and 

preferences. Beyond that, developers may enhance ChatGPT's personalization and engagement by 

constructing language models that are customized to each user's specific needs and preferences 

utilizing the vast amounts of data generated by its interactions (Lawlor & Chang, 2023).  
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Patching Up Hallucinations 

The most significant shortcoming of LLMs is perhaps their inability to prevent hallucinations. As 

mentioned in section I-A, these issues might arise from biases within the dataset or simply from 

the sheer complexity of enormous datasets, which these LLMs consume in their training process. 

When dealing with such massive datasets, LLMs often make errors.  

Automated reinforcement learning might help the model learn from its mistakes and reduce the 

occurrence of these hallucinations. One such automated approach that researchers may look at 

fixes mistakes before they are fully ingrained in the model's knowledge base. An anomaly 

detection system for mistakes may do this. Editing the training data is another possible approach 

to lessen the frequency of hallucinations. This would take a very long time since LLM training 

data is massive, but making sure the data is accurate and free of biases would make LLMs less 

likely to hallucinate. In general, LLMs may become more trustworthy and dependable sources of 

information by creating a mechanism for simple reinforcement learning and making sure the 

training data is handled appropriately (Anon, 2023). 

Privacy and Data Protection  

General Data Protection Regulation (GDPR) compliance regulations of the European Union may 

be at odds with the personal data that LLMs want to use for training and replies. The developer 

has to address this by discussing and verifying that the LLM complies with those regulations. 

Failing to do so might result in the banning of LLMs from certain nations. A user's chat history not 

being saved by the LLM, business regulations, or the ability to erase messages from the LLM's 

history are all possible options that might reduce the likelihood of sensitive material being put into 

the LLM's library. A further concern is that an LLM may impose a data cutoff; ChatGPT's 

September 2021 cutoff is the most prominent example of this.  

To avoid constantly providing out-of-date information, the models might be trained in real time 

and updated regularly. The problem with this approach is that to provide the new information, the 

source datasets also need to be updated often. Since there is probably more old information than 

new information on a given issue, the model might be biased towards believing the old information 

due to the new information. The future of LLMs as trustworthy instruments for everyone depends 

on their ability to safeguard sensitive information and fully adhere to all applicable rules and 

regulations (Balaban, 2022). 

3.0 CONCLUSION AND RECOMMENDATIONS 

GenAI-powered ChatGPT and LLM technologies have had a huge social effect. As humans, we 

have freely embraced technology and produced pictures, words, and music in innovative ways. 

This technology has created use cases in almost every sector. GenAI is transforming cybersecurity, 

with ChatGPT and other LLM technologies posing serious threats to organizations. This article 

explores GenAI's cybersecurity concerns, limits, and prospects. We show how to defeat ethical and 

privacy measures in ChatGPT using reverse psychology and jailbreak approaches. This study 

explores ChatGPT-based cyber assaults and discusses GenAI's role in cyber offenses. This article 

explores ChatGPT-supported cyber defense mechanisms and discusses GenAI's social, legal, and 

ethical implications. We compare the cybersecurity capabilities of two popular LLM products, 

ChatGPT and Googe Bard, and highlight crucial characteristics. Lastly, the report highlights open 
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issues and research topics related to GenAI tool cybersecurity and performance. Our goal is to do 

more research and explore new approaches to using GenAI in cybersecurity. 
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